
Using Geochemical Data

This textbook is a complete rewrite and expansion of Hugh Rollinson’s highly
successful 1993 book Using Geochemical Data: Evaluation, Presentation,
Interpretation. Rollinson and Pease’s new book covers the explosion in geochemical
thinking over the past three decades, as new instruments and techniques have come
online. It provides a comprehensive overview of how modern geochemical data are
used in the understanding of geological and petrological processes. It covers major
element, trace element, and radiogenic and stable isotope geochemistry. It explains the
potential of many geochemical techniques, provides examples of their application, and
emphasizes how to interpret the resulting data. Additional topics covered include the
critical statistical analysis of geochemical data, current geochemical techniques, effect-
ive display of geochemical data, and the application of data in problem solving and
identifying petrogenetic processes within a geological context. It will be invaluable for
all graduate students, researchers and professionals using geochemical techniques.

Hugh Rollinson is Emeritus Professor of Earth Sciences at the University of Derby. His
particular interest is in the application of geochemistry to the early history of the
Earth, and he has published on the geochemistry of Archaean rocks from Scotland,
Sierra Leone, Zimbabwe, India, west Greenland and Russia.

Victoria Pease is Professor of Tectonics and Magmatism at Stockholm University. Her
research focuses on unravelling Arctic tectonics. She sits on a number of international
committees and is a chief editor of Precambrian Research.



From a review of the First Edition:

“. . . a well-balanced, clearly written account of how
to deal with geochemical data . . . Students, research-
ers, academic and industrial professional geologists
will need to have this manual at their elbow when
dealing with geochemical data.”

Mineralogical Magazine

Praise for the Second Edition:

“The new edition of Using Geochemical Data is not
only an excellent text for a geochemistry course, but it
also provides an easy source to find geochemical
information, especially for a non-specialist. The chap-
ter on analysing geochemical data is outstanding and
the information in this chapter is not generally avail-
able in other geochemical texts. The chapters on
major and trace elements are not only useful in geo-
chemistry, but are also important in igneous and sedi-
mentary petrology courses: most petrology texts do
not cover the valuable information in these chapters.
For a non-specialist, it is easy to look up specific
geochemical diagrams in the book, see how they are
constructed, and what the limitations are for their
applications. The discussion of trace elements in
evaluating various magmatic processes and tectonic
settings in Chapters 4 and 5 is clearly in a league of its
own when compared to other geochemistry text-
books. And the worked problems in Chapter 6 (radio-
genic isotopes) are very helpful for students. I strongly
recommend the book as both a geochemical textbook
and as an easy-to-use reference for geochemists and
non-geochemists alike.”

Kent C Condie, New Mexico Institute of
Mining & Technology

“This welcome second edition combines geochemical
approaches in the tackling of geological problems,
with descriptions of widely used techniques. It ranges
from major and trace element geochemistry, to geo-
chemical discriminant diagrams, and radiogenic and
stable isotopes, ensuring that it will be a key resource
for those seeking to utilise the breadth of geochemis-
try now available. For me, the strength of this text-
book is the combination of the breadth of topics
covered in one place, providing a resource that people
can dip into and learn how to apply different
approaches.”

Chris Hawkesworth, University of Bristol

“The new Rollinson and Pease version of Using
Geochemical Data is a very welcome second edition
of the classic original . . . This revised and much

expanded text is very well illustrated and covers many
new developments in geochemistry . . . It will be of
great value to petrology undergraduates as well as to
postgraduate students starting to use their own data.”

Stephen Daly, University College, Dublin

“Geochemists of a certain vintage and with petro-
logical inclinations usually have at least one much-
used copy of Rollinson (1993). This second edition is
an impressive distillation of the classic and the cur-
rent, carefully updated and expanded. It is still, at its
heart, a pragmatic “how to do it” guide anchored in
numerical and a new statistical rigour, and so will
take pride of place on many a geochemical
bookshelf.”

Mike Fowler, University of Portsmouth

“From A-F-M to Zr/Y, this timely update to a classic
textbook provides an accessible introduction to geo-
chemical data analysis, accompanied by numerous
practical recipes, and built on solid statistical founda-
tions. Rollinson and Pease have created an essential
reference for a new generation of geochemists.”

Pieter Vermeesch, University College London

“This thoroughly contemporary revamp of
Rollinson’s text - with updates and additions on ana-
lytical methods, data analysis, and modern interpret-
ations - reinforces the critical role of this authoritative
practical reference for robust use of geochemical data
across a broad swathe of solid Earth geochemistry.”

Peter Reiners, University of Arizona

“After having broken apart several copies of the first
edition of Using Geochemical Data from extensive
use, it is great to see a thoroughly updated version
of the book, which will again see much use as a shelf
reference and for graduate-level coursework. The
second edition follows a similar format as the first,
but completely modernised to include more on
advanced instrumental and data analysis techniques
followed by dedicated sections that centre on how to
understand and illustrate major- and trace-element
data, as well as radiogenic and stable isotope data.
Unlike most books that would be specifically geared
to rock type, Using Geochemical Data focuses discus-
sion on explaining how and why different geochem-
ical approaches apply to the study of different rock
types. This approach not only does an excellent job of
explaining how and why certain elemental groups are
used and illustrated, but also allows readers to build
an understanding of the geochemical connections
between different fields of geosciences.”

Chris Fedo, University of Tennessee, Knoxville
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Preface to the Second Edition

It is now more than 25 years since the publication of
the first edition of Using Geochemical Data and in that
time the field of geochemistry has expanded exponen-
tially. In part this is because the application of the
Earth Sciences has also expanded but in addition
geochemistry now touches every aspect of the Earth
sciences and overflows into related disciplines such as
geomorphology and archaeology. Geochemistry itself
has grown and now has well established subdisciplines
such as cosmochemistry, environmental geochemistry,
biogeochemistry and exploration geochemistry.

In this new and expanded edition of Using
Geochemical Data our primary focus is still petro-
logical, although we have sought to be inclusive of
the new areas of geochemistry that have developed
over the past 25 years. In particular we have sought to
accommodate the vast array of new technological
developments that have taken place in geochemistry,
and these are briefly reviewed below.

The development of new technologies and the
improvement of existing technologies now provide
better quality geochemical data, for a wider range of
elements and isotope systems, more rapidly than
before and at high spatial resolution. We now have
routine access to inductively coupled plasma-based
analytical tools, in particular, inductively coupled
plasma mass spectrometry which has contributed
massively to the increase in high-quality trace element
and isotope data. In addition, a range of high-
resolution in-situ microbeam methods have been
developed to include ion probes and laser probes
which allow the detailed within-grain mapping of
trace elements and isotopes.

The development of new geochemical techniques.
Since the first edition of this book a number of iso-
topic techniques have moved from the domain of a
few highly specialised laboratories to being much
more widely used. In part this can be attributed to
some of the new technologies now available as men-
tioned above. We now routinely see radiogenic iso-
tope data from the Re-Os and Lu-Hf systems
reported, and results for the short-lived radiogenic
Nd and W isotopes are widely used in early Earth
studies. The field of stable isotope geochemistry has

expanded to include nitrogen and a vast array of what
have been termed the ‘non-traditional’ stable isotope
systems. The field of zircon isotope geochemistry has
exploded from being an area of minority interest
within geochronology to being a major contributor
to geochemical models of crustal growth and in which
individual zircon grains are mined for the isotopic and
trace element information that they hold.
An expanded experimental and theoretical under-

standing of geochemical data. Our understanding of
how geochemical processes operate has continued to
grow through the contribution of the results of experi-
mental petrology. Alongside this there has been a
growth in the thermodynamic modelling of geochem-
ical systems, built on the results of experimental pet-
rology, but expanded into areas that have previously
not been experimentally investigated. This approach
has been applied across the field of geochemistry to
include the behaviour of major and trace elements in
melts, the partitioning of trace elements between min-
erals and melt, the understanding of metamorphic
reactions and fluid chemistry. These approaches have
a great predictive power and allow models of physical
processes to be built which replicate measured
geochemical data.
Better approaches to the statistical treatment of geo-

chemical data. As was emphasised in the first edition
of this book, the way in which geochemists use their
data, particularly major element chemical data, is a
source of great concern to statisticians. In this edition
we discuss the more robust approaches to using geo-
chemical data in the light of advances in the field of
geostatistics. We also review the misapplication of
tectonic discrimination diagrams and seek to put the
users of geochemical data back on track.
A revolution in computing technology. The first edi-

tion of this book was written without any access to the
internet. In the intervening years the explosion in
computing technologies has meant the emergence of
large geochemical databases, the growth of ‘big data’
and a huge increase in the number of software pack-
ages available, which have allowed massive progress
in the rapid processing of analytical data and the
analysis of geochemical data sets. With relatively easy
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access to large data sets we find ourselves in the ‘big
data’ era: an area of geochemistry which has probably
not yet reached full maturity and in our view requires
some careful management.
An explosion in the geochemical literature. Coupled

with the rise in computer technology and the wide
access to the geochemical literature online has come
an increase in the volume of geochemical literature. In
the intervening years there have been two editions of
The Treatise on Geochemistry, other online encyclopae-
dias, new journals and an array of specialist textbooks.
So where does this book fit in? We have modified

the title slightly to reflect what we would argue is the
focus of all modern geochemistry: an understanding
of processes. Nevertheless, the principal purpose of
the book remains the same and is a guide to the user
of geochemical data to obtain meaning from their
data. Albeit expanded, the basic principles of geo-
chemistry remain the same; the focus is primarily
petrological, reflecting the background of the
authors; and previous users of the book will recog-
nise that the basic structure of the book remains the
same. However, the book is longer, is better illus-
trated and, as indicated, is updated in every area with
extensive reference to the modern literature. There
are a number of detailed and specialist geochemical
texts, to which we refer and acknowledge with grati-
tude, but this text is deliberately broad and aimed at
the graduate student to assist in the manipulation
and interpretation of their data and to assist in the
process of obtaining geological meaning from geo-
chemical data. Our experience tells us that this text
has also been widely used by professional geologists

and geochemists in many disciplines as a guide to
areas of geochemistry which are not their specialisa-
tion. We hope that this will continue to be the case.
At a personal level we are grateful to the many

individuals who have assisted in this revision. In par-
ticular, VP wishes to thank colleagues who generously
answered what must have seemed to be apparently
random questions (A. Hoffman, W. White,
A. Kemp, C. Fedo) and a special thanks to
M. Whitehouse who got the brunt of these. At
Cambridge University Press we appreciate Matt
Lloyd’s enthusiasm and support for this project, with-
out which it might have floundered, and we appreciate
Sarah Lambert’s patience. We are also grateful to
colleagues at the Faraday Institute for Science and
Religion in Cambridge through whom we had access
to the University of Cambridge library, and for a
visiting fellowship for VP to St Edmund’s College
Cambridge and to colleagues at CASP for an office
and administrative support during VP’s fellowship
period in Cambridge. VP thanks Hugh for allowing
her to be a part of this endeavour – ‘as a heavy user of
the first edition, I am looking forward to the second!’
HR wishes to thank his co-author Victoria Pease

for the encouragement to both begin and complete
this revised edition. The observant reader of the first
edition might wonder what became of A, E, O and
P in the intervening years and so it is pleasing to
report that each has found success in life without
any reference to geochemistry. P remains my con-
stant source of encouragement and I cannot express
enough my thanks for her support over these
many months.
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Preface to the First Edition

Pascal once wrote ‘the last thing that we discover in
writing a book is to know what to put at the beginning’.
In my case this is particularly so, for what excuse have
I as a single author for venturing into the fields of so
many experts in an attempt to explain the methodolo-
gies of the main subdisciplines of geochemistry. This
same problem was acknowledged by Goldschmidt in
the preface to his classic 1954 text on geochemistry.
Today of course the problem is compounded, for geo-
chemistry has a multitude of relatively new and com-
paratively narrow fields. We find experts in X-ray
fluorescence and plasma emission techniques, those
who specialise in the lead isotopes of zircon and the
isotope systematics of argon. This specialisation is
necessary for the technologies of such techniques are
complex. Nevertheless, for some there needs to be an
overview of the main range of techniques, for there are
many workers who wish to understand the potential of
geochemical techniques and intelligently interpret the
results. That such an overview does not exist is my chief
defence. This text is not original in the ideas that it
conveys, rather it is original in the sense that it brings
together a wide range of ideas and methods from the
geochemical literature.

The principal emphasis in this book is on ‘whole-
rock’ chemistry and the equally large area of mineral
chemistry has only been touched upon tangentially.
Furthermore, it has not been possible to cover some of
the more novel and esoteric techniques currently being
applied to geochemical investigations.

This text was conceived as a work to be put into the
hands of a graduate student embarking upon a geo-
chemical project. As it has evolved however, it has
become apparent that it serves many more purposes.
It may, for example, be used as a text in final-year and
graduate-student geochemistry courses. It will be
useful to the professional geochemist who has worked
chiefly in one subdiscipline of the subject and needs to
look more broadly at a problem. It will also be of use

to the non-geochemist, whether in academia, industry
or a geological survey, who has access to geochemical
data and needs to interpret it.
This book has therefore two main goals. The first

is to put into the hands of a non-expert, who needs
to make use of geochemical data, a summary of the
methods and techniques currently used in geochem-
istry. And yet a text which will enable the user to
obtain something of geological significance from the
data. The second goal is to put within one cover the
disparate techniques and methodologies currently in
use by geochemists. Thus, this text may be read at
two levels. First, it may be read by a geochemist
with data who wishes to evaluate and interpret that
data. Second, it may be read by a geologist or
geochemist who wants to understand some of the
current geochemical jargon and make sense of the
geochemical literature.
The reader will detect a number of biases in this text

which are an inevitable consequence of the author’s
geological interests. The first bias is towards examples
chosen from the Archaean, which is the area of geol-
ogy in which the author has principally worked and
evident also from the place of writing. The second bias
is towards igneous and metamorphic petrology, which
again is the author’s field of interest, but also the area
in which many of the methods described were
first applied.
I am grateful to many colleagues for their assistance

during the preparation of this book. Particular thanks
go to Jan Kramers, Gordon Lampitt, Alex Woronow,
David Lowry, Ken Eriksson, Kevin Walsh and my
late colleague Thorley Sweetman for reading various
sections of the text. Final thanks must go to Patricia
my wife for her tolerance of the back of my head for
so many months whilst seated at this keyboard and to
Amy, Oliver and Edward for their patient encourage-
ment of ‘how many chapters to go Dad?’

May 1992, University of Zimbabwe
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Abbreviations

AAS atomic absorption
spectrophotometry

AFC assimilation and fractional
crystallisation

AFM triangular variation diagram showing
Alkalis (Na2O + K2O), FeO
and MgO

AI alkalinity index
ASI aluminium saturation index
BAB back-arc basin basalt
BE the composition of the bulk Earth
BSE bulk silicate Earth (the composition

of the bulk Earth without the core)
CAB calc-alkaline basalt
CHUR chondritic uniform reservoir

(chondritic model for the
composition of the bulk earth)

CIA chemical index of alteration
(a measure of the degree of chemical
weathering)

CIPW Cross, Iddings, Pearsson and
Washington (the originators of the
norm calculation)

CLM continental lithospheric mantle
(also SCLM)

CMAS projection into CaO-MgO-Al2O3-SiO2

space
D distribution or partition coefficient

(previously Kd)
DM depleted mantle
EDS energy dispersive spectrometer
EDXRF energy dispersive XRF
EMI, EM2 enriched mantle source(s) 1 and 2
E-MORB enriched-MORB
EPMA electron probe microanalysis
ES the composition of average

European shale
FA factor analysis
fO2 oxygen fugacity
Ga billion (109) years
GLOSS global subducting sediment
GMWL Global Meteoric Water Line
GOE Great Oxidation Event (c. 2.34 Ga)
HFS(E) high field strength trace element
HIMU high μ mantle source region

HREE heavy REE
HSE highly siderophile element
IAB island arc basalt
ICP inductively coupled plasma
ICP-MS ICP mass spectrometry
ICP-OES ICP optical emission spectrometry
ID-MS isotope dilution mass spectrometry
INAA instrumental neutron activation

analysis
Kd distribution or partition coefficient

(now D)
KDE kernel density estimate
LA-ICP-MS laser ablation ICP-MS
LA-MC-ICP-

MS
laser ablation multi-collector
ICP-MS

LFS(E) low field strength element
LIL(E) large ion lithophile element
LOI loss on ignition
LREE light REE
Ma million (106) years
MALI modified alkali-lime index
MC-ICP-MS multi-collector ICP-MS
MC-SIMS multi-collector SIMS
MDS multidimensional scaling
MELTS igneous modelling software
MORB mid-ocean ridge basalt
MREE middle REE
MS mass spectrometry
MSWD mean squares of weighted deviates
NASC North American shale composite

(an average shale composition)
NHRL Northern Hemisphere Reference

Line (for Pb isotopes in basalts)
NIST National Institute of Standards and

Technology (US)
N-MORB normal-MORB
OIB ocean island basalt
OLS ordinary least squares
ORG ocean ridge granite
PAAS post-Archaean Australian shale

(average)
PCA principal component analysis
PDC probability density curves
PDF probability density function

x



PGE platinum group element
PGM platinum group metal
PM primitive mantle
ppb part per billion (1 in 109)
ppm part per million (1 in 106)
ppt part per trillion (1 in 1012)
PREMA prevalent mantle reservoir (for

oceanic basalts)
PUM primary uniform mantle reservoir
REE rare earth element
RMA reduced major axis
RTF a periodically replenished,

periodically tapped and continuously
fractionated magma chamber

S-CHUR supra-chondritic
SCLM sub-continental lithospheric mantle

(see CLM)
S-COLG syn-collisional granite
SEM scanning electron microscope
SHRIMP sensitive high-resolution ion

microprobe

SIMS secondary ion mass spectrometry
SSMS spark source mass spectrometry
TAS total alkalis silica diagram
Tc closure temperature
TIMS thermal ionisation mass spectrometry
TTG granitoids of the tonalite,

trondhjemite granodiorite group
VAB volcanic arc basalt
VAG volcanic arc granite
VPDB Vienna Peedee belemnite
VSMOW Vienna Standard Mean Ocean Water
WPB within plate basalt
WPG within plate granite
wt.% weight percent
WDXRF wave-length dispersive XRF
XANES X-ray absorption near-edge

structure
XRF X-ray fluorescence (spectrometry)
μ (mu) the isotopic ratio 238U/204Pb

List of Abbreviations xi





1 Geochemical Data

1.1 Introduction

This book is about geochemical data and how they
can be used to obtain information about geological
processes. The major focus of this book is petro-
logical, and the principal themes are the applications
of geochemical data to igneous, sedimentary and
metamorphic petrology. Minor themes include the
application of geochemical data to cosmochemistry
and the study of meteorites and to mineral exploration
geochemistry. This book does not cover the topics of
organic chemistry, hydro-geochemistry, solution
chemistry or gas geochemistry and touches only
briefly on the subject of environmental geochemistry.
For a detailed discussion of these subdisciplines of
geochemistry, the reader is referred elsewhere.

Conventionally geochemical data are subdivided
into four main categories; these are the major
elements, trace elements, radiogenic isotopes and
stable isotopes and these four types of geochemical
data each form a chapter in this book. Each chapter
shows how the particular form of geochemical data
can be used and how it provides clues to the processes
operating in the suite of rocks in question. Different
methods of data presentation are discussed and their
relative merits evaluated.

The major elements (Chapter 3) are the elements
which predominate in any rock analysis. In silicate
rocks they are normally Si, Ti, Al, Fe, Mn, Mg, Ca,
Na, K and P, and their concentrations are expressed
as a weight percent (wt.%) of the oxide (Table 1.1).
Major element determinations are usually made only
for cations and it is assumed that they are accompan-
ied by an appropriate amount of oxygen. Thus, the
sum of the major element oxides will total to about
100% and the analysis total may be used as a rough
guide to its reliability. Iron may be determined as FeO
and/or Fe2O3, but is frequently expressed as ‘total Fe’
and given as Fe2O3(tot), Fe2O3(t) or Fe2O3T. Anions
are not routinely determined.

Trace elements (Chapter 4) are defined as those
elements which are present at less than the 0.1 wt.%
level and their concentrations are expressed in parts
per million (ppm) or more rarely in parts per billion

(10�9 ¼ ppb) of the element (Table 1.1). Convention is
not always followed, however, and trace element con-
centrations exceeding the 0.1 wt.% (1000 ppm) level
are sometimes cited. The trace elements of importance
in geochemistry are shown in Figure 4.1.
Some elements behave as major elements in one

group of rocks and as a trace element in another
group of rocks. An example is the element K, which
is a major constituent of rhyolites, making up more
than 4 wt.% of the rock and forming an essential
structural part of minerals such as orthoclase and
biotite. In some basalts, however, K concentrations
are very low and there are no K-bearing phases. In
this case K behaves as a trace element.
Volatiles such as H2O, CO2 and S can be included

in the major element analysis. Water combined within
the lattice of silicate minerals and released above
110�C is described as H2Oþ. Water present simply
as dampness in the rock powder and driven off by
heating to 110�C is quoted as H2O� and is not an
important constituent of the rock. Most frequently the
total volatile content of the rock is determined by
ignition at 1000�C and is expressed as loss on ignition
(LOI) as in Table 1.1 (Lechler and Desilets, 1987).
Isotopes are subdivided into radiogenic and stable

isotopes. Radiogenic isotopes (Chapter 6) include
those isotopes which decay spontaneously due to their
natural radioactivity and those which are the final
daughter products of such a decay scheme. They
include the parent-daughter element pairs K-Ar, Rb-
Sr, Sm-Nd, Lu-Hf, U-Pb and Re-Os. They are
expressed as ratios relative to a non-radiogenic iso-
tope such as 87Sr/86Sr (Table 1.1) in which 87Sr is the
radiogenic isotope. Stable isotope studies in geochem-
istry (Chapter 7) concentrate on the naturally occur-
ring isotopes of light elements such as H, O, C, S and
N and a wide range of metallic elements (see
Figure 7.29) which may be fractionated on the basis
of mass differences between the isotopes of the elem-
ent. For example, the isotope 18O is 12.5% heavier
than the isotope 16O and the two are fractionated
during the evaporation of water. Stable isotopes con-
tribute significantly to an understanding of fluid and
volatile species in geology. They are expressed as
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ratios relative to a standard using the δ-notation (see
Section 7.2.1.1).
An example of a typical geochemical dataset is

given in Table 1.1 for a suite of peraluminous
biotite monzogranites from the Chaidanuo batho-
lith from the North Qilian suture zone in central
China from the study by Chen et al. (2014). This

dataset shows the major elements with Fe given as
Fe2O3T and the volatiles as LOI (Section 3.1.1).
The data are also recalculated dry, that is, volatile
free. In this study the major elements were deter-
mined by inductively coupled plasma optical-
emission spectroscopy (ICP-OES). The trace
elements reported in Table 1.1 were measured by

Table 1.1 Geochemical data for peraluminous granites from the North Qilian suture zone, China
(after Chen et al., 2014)

Sample 09QL-01 09QL-03 11QL-32 11QL-35 09QL-01 09QL-03 11QL-32 11QL-35

Major elements (wt.%) Trace elements (ppm)
SiO2 70.82 71.35 69.17 72.57 Li 10.30 37.10 9.10 10.30
TiO2 0.38 0.32 0.61 0.37 P 393.00 305.00 527.00 307.00
Al2O3 14.27 14.43 14.38 13.33 Be 1.62 1.93 nd nd
Fe2O3T 2.89 2.55 4.07 2.46 Sc 9.33 6.81 10.30 6.72
MnO 0.04 0.05 0.06 0.05 Ti 2300.00 1754.00 3930.00 2356.00
MgO 1.23 0.86 1.42 0.78 V 37.60 20.10 50.60 28.40
CaO 1.10 2.01 3.31 2.57 Cr 10.80 10.40 11.70 7.80
Na2O 3.50 2.49 1.60 1.66 Mn 322.00 368.00 389.00 289.00
K2O 4.52 4.67 3.37 4.23 Co 4.62 2.97 5.65 2.46
P2O5 0.09 0.08 0.12 0.07 Ni 6.81 7.24 5.99 2.75
LOI 1.03 1.08 1.06 1.08 Cu 10.10 4.05 17.20 4.48

Total 99.87 99.89 99.17 99.16 Zn 56.50 46.30 47.10 32.70
Ga 14.90 16.40 16.30 14.30
Rb 126.00 170.00 113.00 115.00

Major elements (wt.%) recalculated dry
Sr 80.50 104.00 127.00 110.00

SiO2 71.56 72.13 69.92 73.37
Y 37.70 36.80 36.70 33.60

TiO2 0.38 0.32 0.62 0.37
Zr 166.00 149.00 233.00 175.00

Al2O3 14.42 14.59 14.54 13.48
Nb 14.40 12.10 22.90 18.90

Fe2O3t 2.92 2.58 4.11 2.49
Mo 0.24 0.15 2.89 1.48

MnO 0.04 0.05 0.06 0.05
Cs 1.27 2.86 2.37 0.78

MgO 1.24 0.87 1.44 0.79
Ba 602.00 468.00 697.00 523.00

CaO 1.11 2.03 3.35 2.60
La 27.40 28.70 40.20 27.90

Na2O 3.54 2.52 1.62 1.68
Ce 57.90 58.40 80.90 54.50

K2O 4.57 4.72 3.41 4.28
Pr 6.65 6.61 9.03 6.23

P2O5 0.09 0.08 0.12 0.07
Nd 23.70 23.70 33.40 23.20

Total 99.87 99.89 99.17 99.17
Sm 4.94 4.82 6.56 4.79
Eu 0.74 0.78 1.22 0.93
Gd 5.05 4.92 6.53 4.98

Radiogenic isotopes

Tb 0.86 0.84 1.07 0.85

87Rb/86Sr 4.5490 4.7470 2.5920 3.0480

Dy 5.63 5.38 6.82 5.65

87Rb/86Sr 0.7640 0.7780 0.7541 0.7598

Ho 1.15 1.11 1.38 1.18

147Sm/144Nd 0.1260 0.1230 0.1190 0.1250

Er 3.56 3.30 4.03 3.63

147Sm/144Nd 0.5121 0.5120 0.5121 0.5121

Tm 0.53 0.49 0.57 0.54
Yb 3.46 3.30 3.65 3.67
Lu 0.48 0.47 0.52 0.53
Hf 3.93 3.50 5.83 4.76
Ta 0.90 0.80 3.17 1.74
Pb 13.80 13.20 9.80 15.20
Th 10.30 8.60 10.20 7.30
W nd nd 1.91 2.60

a nd, not determined; data not reported using significant figures.
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inductively coupled plasma mass spectrometry
(ICP-MS) and this long list of trace elements shows
the range of trace elements readily determined
using this method. Where a particular element is
not measured it is designated ‘nd’ (not determined)
and where it cannot be determined because it is
below the limits of detection of the analytical
method used it may be reported as ‘bd’. The radio-
genic isotopes of Sr and Nd were measured using
thermal ionisation mass spectrometry (TIMS).

The major part of this book discusses the four
main types of geochemical data outlined above
and shows how they can be used to identify and
understand geochemical processes. In addition,
Chapter 5 shows the way in which trace and major
element chemistry is used to determine the tectonic
setting of some igneous and sedimentary rocks.
Chapter 2 discusses some of the particular statistical
problems which arise when analysing geochemical
datasets and some recommendations are made
about permissible and impermissible methods of
data presentation.

In this introductory chapter we consider three
topics:

(1) The geochemical processes which are likely to be
encountered in nature and their geochemical
signatures.

(2) The interaction between geological fieldwork and
the interpretation of geochemical data.

(3) The different analytical methods currently used in
modern geochemistry.

1.2 Geological Processes and
Their Geochemical Signatures

A major purpose of this text is to show how geochem-
ical data can be used to identify and interpret geo-
logical processes. In this section, therefore, we review
the main processes which have taken place during the
formation and differentiation of our rocky planet and
which have subsequently shaped it into the form that
we recognise today.

It is conventional in geochemistry to distinguish
between those processes which take place at high
temperatures, deep in the Earth, from the low-
temperature processes which operate at or near the
Earth’s surface. We will follow this pattern here,
and so first we review those processes which took
place during the formation of the Earth and the
subsequent magmatic processes which have led to

its differentiation and its reworking during
metamorphism. We then discuss those processes
which operate at low temperatures at the Earth’s
surface and in which there are interactions between
rocks and the Earth’s atmosphere, hydrosphere and
those living organisms that inhabit them and ultim-
ately lead to the formation of sedimentary rocks. In
each case our primary purpose is to seek to identify
those geological processes which have a distinctive
geochemical signature and which can be recognised
through the collection and interpretation of geo-
chemical data. We point the readers to those
sections of this book where these processes are
described in greater detail.

1.2.1 Processes Which Control
the Formation and Differentiation
of Planetary Bodies

Any full understanding of our planet must address
the question of its origin and its relationship to its
planetary neighbours. The answer to this question
comes primarily from a knowledge of the overall
composition of the Earth, often expressed as the bulk
Earth composition. Our principal source of the infor-
mation on the composition of the Earth comes from
the study of meteorites – in particular the most primi-
tive meteorites, chondritic meteorites. Chondritic
meteorites are thought to have formed during the
condensation of the solar nebula, and so the study
of meteorite chemistry takes us into the domain
where fields of cosmochemistry and geochemistry
overlap (see Section 4.1.1).
After the Big Bang the majority of the chemical

elements were formed by the processes of stellar
nucleosynthesis during star formation. The distri-
bution of elements in our star – the Sun – as
obtained from spectroscopy and the study of
meteorites is shown in Figure 1.1 and their relative
concentrations provides details about the processes
of nucleosynthesis. Chondritic meteorites formed
from the condensation of the gas and dust of the
solar nebula, and their chemistry and mineralogy
provide information about processes in the solar
nebula. The cosmochemical processes operating
during the condensation of a solar nebula are very
different from those of geochemistry for they are
largely controlled by the relative volatility of the
elements and compounds in the solar nebula (see
Table 4.10). In the later stages of condensation
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planetary bodies formed by the accretion of dust
and rocky fragments and as these early planetary
bodies grew they melted and differentiated into a
metallic core and silicate mantle.
The chemical study of primitive meteorites illumin-

ates our study of geochemistry in three important ways:

1. Knowing the chemical composition of the mater-
ials from which the Earth formed provides a
geochemical baseline for measuring the differen-
tiation of the Earth and the fractionation process
that take place on the Earth. Typically, trace
elements and isotopes are expressed relative to
the chondritic composition of the Earth (Sections
4.3.2.2 and 6.2.2) as a measure of the original
bulk Earth composition (BE). Alternatively,
trace element abundances and isotope ratios
may be expressed relative to the Earth’s primor-
dial or primitive mantle (PM) which is the com-
position of the Earth after the separation of the
core and represents the bulk silicate Earth (BSE)
(see Sections 3.1.3, 4.4.1.2 and 6.2.2).

2. Some primitive meteorites contain information
about processes in the solar nebula and more rarely
about even earlier processes. Pre-solar grains of
refractory minerals such as diamond and SiC can
predate the solar nebula itself and stable isotope
studies of elements such as Cr and Mn can provide
information about the distribution of nucleosyn-
thetic products in the early solar system (Section
7.4.4.3). Hydrogen isotope ratios are now available
for a range of solar system objects and together
with measurements made in meteorites are thought

to indicate where in the solar system planets and
other solar system objects formed (Section 7.3.2.2,
Figure 7.7).

3. Meteorites also provide information about the
large-scale differentiation of the Earth and the pro-
cess of core formation. A knowledge of the mantle
concentrations of those trace elements which have
a high affinity for metallic iron, the highly side-
rophile elements (Section 4.5), coupled with experi-
mental studies on their metal silicate partition
coefficients (Table 4.10), provides information on
the process of core formation. In a similar way, it is
thought that carbon was sequestered into the
Earth’s core, and so the mass balance of carbon
isotopes in the Earth’s mantle also contributes to
our understanding of this process (Section 7.3.3.2).

1.2.2 Processes Which Control the
Chemical Composition of Igneous Rocks

The processes which control the composition of igne-
ous rocks are summarised in Figure 1.2 and are illus-
trated for basaltic rocks.

1.2.2.1 Processes Which Take Place in the Mantle
Source

Basaltic rocksmay be extracted by partialmelting from a
range of mantle source compositions the most primitive
of which – the primitive mantle – is the product of the
very early differentiation of the Earth. This process
involved the separation of the core and maybe formed
during the magma-ocean stage of early Earth history.
Subsequent partial melting and mixing events have
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Figure 1.1 The abundances of
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value Si ¼ 106. (Data from
Anders and Grevesse, 1989)
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created the modern upper mantle which is differentiated
into domains that are chemically depleted and enriched.
Two main processes control the enrichment and deple-
tion of the mantle. These are the extraction, migration
and recrystallisation of partial melts, formed at different
depths and representing different degrees of partial
melting, and the recycling into the mantle of crustal
materials through the process of subduction. Modern
lavas derived from a source that has escaped later modi-
fication and so represents theEarth’s primitivemantle are
extremely rare. One example is the 61 Ma picrites from
Baffin Island in north-eastern Canada which represent a
relatively high melt fraction of deep mantle and have a
primitive isotopic signature (McCoy-West et al., 2018).

Characterising the chemical composition of a
mantle source region and thereby understanding those

processes which take place in the source region is best
achieved by measuring its radiogenic isotope compos-
ition (Section 6.2) and using selected trace element
ratios, sometimes known as canonical trace element
ratios, because these ratios are not modified during
partial melting and subsequent magma chamber
processes (Section 4.6.1.3).

1.2.2.2 Partial Melting Processes

Unmodified melts produced by the partial melting of the
mantle are known as primary magmas. Their chemical
composition is controlled by two main factors. The
first controls are those of the chemical composition of
the source and its mineralogy. The composition of the
source will reflect whether or not it is chemically
enriched or depleted, and the mineralogy of the source
is a measure of the depth of melting. The second set of
controls are the physical conditions of melting, that is,
the temperature and depth of melting, the precise
mechanism of melting and the degree of partial
melting (Section 4.2.2.2). In some instances, the
oxygen fugacity of the mantle is also an important
control. After the initial melting stage, the primary
magma may be modified as it migrates through the
mantle through mixing with melts from other sources
and through crystallisation and wall–rock reaction
processes. The major element, trace element and
radiogenic isotope chemistry are all important in
unravelling the origins of primary magmas.

1.2.2.3 Magma Chamber Processes

Most basaltic rocks are filtered through a magma
chamber prior to their emplacement at or near the
surface. These magma chambers may be located at
the base of the crust or at various levels within the
crust. They are fed by what is known as the parental
magma, which may or may not be the same as a
primary magma. A wide variety of magma chamber
processes modify the chemical composition of the
parental magma. These include fractional
crystallisation, assimilation of the country rock and
associated fractional crystallisation, the mixing of
magmas from more than one source, the separation
of melts through liquid immiscibility or a dynamic
mixture of several of these processes (Sections
3.3.4.1, 4.2.2.3 and 6.3.5). Magma chambers are best
thought of as dynamic systems into which melt is fed
and is differentiated, in which cumulate rocks form
and from which melt is erupted. Resolving the chem-
ical effects of these different processes requires the full
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Figure 1.2 A flow diagram showing the main
geochemical processes which operate during the
genesis and eruption of basaltic rocks; the diagram is
indicative of the geochemical processes which operate
more generally in igneous rocks.
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range of geochemical tools: major and trace element
studies coupled with the measurement of both radio-
genic and stable isotope compositions.

1.2.2.4 Post-solidus Processes

Following the emplacement or eruption of basaltic
rocks they may be further chemically modified by
the processes of outgassing or by interaction with a
fluid such as seawater or groundwater. The outgassing
or degassing of the dissolved gases in basaltic melts is
the product of pressure release at the Earth’s surface,
and the effects are often seen in their stable isotope
geochemistry, for this process readily fractionates iso-
topes on the basis of mass differences (Section
7.3.4.2). Hydrothermal processes operate at a range
of temperatures, from several hundred degrees where
seawater or groundwater interact with a magma
chamber to the much lower temperatures of chemical
weathering. Depending upon the temperature, these
processes will modify the mineralogy of the parent
rock through the development of clay minerals, and
both major and trace elements may be mobilised
(Sections 3.1.2 and 4.2.2.1). This is seen in igneous
plutonic bodies where on emplacement hydrothermal
ground-water circulation in the surrounding country
rocks is initiated leading to the chemical alteration of
the igneous pluton itself and sometimes the formation
of ore bodies through the enhanced concentration of
elements which have been mobilised. In addition to
using major and trace elements, hydrothermal activity
can be monitored by the use of radiogenic and stable
isotopes, particularly those of strontium, oxygen and
hydrogen, to measure the extent of fluid–rock
interaction (Sections 6.3.5.2 and 7.3.2.7).

1.2.3 Processes Which Control
the Chemical Composition
of Metamorphic Rocks

The principal control on the chemical composition of
a metamorphic rock is the composition of the proto-
lith, that is, the composition of the rock prior to its
metamorphism. Metamorphism is frequently accom-
panied by deformation, and at high metamorphic
grades there may be the mechanical mixing of differ-
ent protolith compositions through tectonic interleav-
ing, which can give rise to metamorphic rocks of
mixed parentage.
Metamorphic recrystallisation is the result of

chemical reactions which take place in the solid

state by the process of diffusion. These reactions
occur during the burial and heating of the protolith
and during cooling. They may be isochemical, but
most commonly there is a change in chemical com-
position. This chemical change is related to the
mineralogical reactions which take place and the
extent to which those elements found in the minerals
in the protolith can be accommodated in the new
minerals of the metamorphic rock. Most commonly,
these mineralogical changes are also controlled by
the movement of fluids in the rock. For this reason,
the ingress and expulsion of water during
metamorphism, chiefly as a consequence of meta-
morphic hydration and dehydration reactions,
exerts the major control on element mobility during
metamorphism. These processes are controlled by
the composition of the fluid phase, most commonly
H2O and CO2, its temperature and the ratio of the
volume of metamorphic fluid to that of the host
rock. The extent to which major and trace elements
are mobile during metamorphism can sometimes be
assessed by reference to the composition of the
unmetamorphosed parent rock. Reactions between
crustal fluids and metamorphic rocks and the rela-
tive volume of the fluids involved can be measured
using the stable isotopes of hydrogen and oxygen
(Section 7.3.2.7).
At high metamorphic grades, and frequently in the

presence of a hydrous fluid, melting may occur. The
segregation and removal of a melt phase will differ-
entiate the parental rock into two compositionally
distinct components: the melt and the unmelted
component, known as the restite. In this case, the
precise nature of the chemical change is governed by
the melting reaction and the degree of melting
(Section 3.4.3).

1.2.4 Low-Temperature Processes
in the Earth’s Surficial Environment

Low-temperature processes in the Earth’s surficial
environment include the wide array of interactions
between the atmosphere, the hydrosphere, and rocks
and soils at the Earth’s surface. These interactions are
often summarised in diagrams representing geochem-
ical cycles and can be represented by box models
which show the mass balance for a particular element
between the different Earth reservoirs. Examples of
geochemical cycles quantified using stable isotope
ratios are given in Chapter 7; see Figure 7.22 for the
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elements sulphur, carbon and oxygen, and Figure 7.27
for nitrogen. A cartoon diagram summarising the
main surficial processes discussed here is given in
Figure 1.3.

1.2.4.1 Atmospheric Processes

A detailed discussion of geochemical processes
occurring in the Earth’s atmosphere is beyond the
scope of this book. However, there is one aspect of
atmospheric geochemistry which is relevant to the
petrological processes discussed here, for over geo-
logical time the chemical composition of the Earth’s
atmosphere has become increasingly oxygenated.
This change in the level of oxygen in the atmosphere
has a direct bearing on the oxygenation of the oceans
and on weathering processes. Thus, those elements
which are redox sensitive at the Earth’s surface can
play an important role in identifying the different
levels of oxygenation in the oceans and other bodies
of surface water. Particularly important are the
redox sensitive trace elements (Section 4.2.1.3) and
the stable isotopes of the transition metals, nitrogen
and sulphur (Sections 7.4.4.3 and 7.4.5.3). The pro-
cess of mass independent fractionation of sulphur
isotopes plays a particularly important role in the
detecting the earliest oxygenation of the Earth’s
atmosphere (Section 7.3.4.4).

1.2.4.2 Weathering Processes

The interaction between the atmosphere and hydro-
sphere in the terrestrial environment leads to the
development of a weathering profile and the forma-
tion of soils. This process is often biologically medi-
ated and involves chemical reactions in which silicate
minerals are converted into clays. These reactions are
governed by the surface temperature and in some
circumstances may be used to infer former climatic
conditions. The intensity of chemical weathering has
been quantified using the chemical index of alteration
calculated from major element geochemistry (Section
3.3.1.5) and from the fractionation of the stable
isotopes of lithium and silicon (Sections 7.4.1.3 and
7.4.3.2). The temperature of formation of the clay
minerals kaolinite and smectite in the weathering
environment has been estimated using hydrogen and
oxygen isotopes (Section 7.3.2.4).
In the marine environment the interaction between

seawater and the rocks of the ocean floor leads to the
seafloor weathering of basalts. In some cases the iso-
topic composition of weathered ocean floor basalts is
sufficiently different from that of unaltered basalt that
this signature may be used to track the recycling of the
altered basalts back into the Earth’s mantle. This is
particularly pertinent for Li isotopes (Section 7.4.1.1)
and Os isotopes (Section 6.3.3.4).
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Figure 1.3 Cartoon diagram
showing the interconnecting
processes which operate at the
Earth’s surface in the atmosphere,
in terrestrial environments and in
the oceans. (Figure adapted from
Frank et al., 2020. With
permission from Elsevier)
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1.2.4.3 Water Chemistry

The chemical composition of river water is
expressed in terms of its dissolved load and its sus-
pended load of particulate matter. Different elem-
ents behave in different ways and some may be
present in solution; others are adsorbed onto par-
ticulate matter. These two components are a conse-
quence of the particular weathering environment,
and because of this the chemical composition of
rivers from across the globe is very variable. In
some weathering environments the fractionation of
stable isotopes during the formation of clay min-
erals is extreme and this geochemical signature can
be transferred to river water and in the case of Li
isotopes gives it a very distinctive isotopic compos-
ition (Section 7.4.1.3). In a similar way the stable
isotopes of Mg, Si, Cr and Fe are also highly frac-
tionated in river water relative to silicate rocks
(Figures 7.32, 7.33, 7.35 and 7.36).
The chemical composition of seawater is influ-

enced by the input of river water, groundwater,
atmospheric dust, hydrothermal fluids, sea-floor
weathering and biological activity (Figure 7.3).
Ultimately, the elements present in seawater are
taken up in to sediments, but the average length of
time they remain in the seawater is highly variable.
This time interval is known as the residence time.
For a given element the length of the residence time
is a measure of how well mixed the oceans are for
that particular element. This is illustrated for the
rare earth elements (REE) in Section 4.3.3.2 and
radiogenic isotopes in Section 6.3.2.3. The geochem-
istry of the oceans is not the main focus of this
book, although there are two themes which are of
petrological interest. These are the interactions
between seawater and the rocks of the ocean floor,
and the way in which the composition of seawater
has changed over time (Figure 6.13). Seawater–rock
interactions have been monitored using the stable
isotopes of hydrogen and oxygen (Section 7.3.2.7)
and these have great relevance to the formation of
mineral deposits. The changing composition of sea-
water can be evaluated in the changing isotopic
composition of marine sediments such as those car-
bonates which are precipitated directly from sea-
water. The stable isotope ratios of carbon (Section
7.3.3.5) and lithium (Section 7.4.1.3) and the radio-
genic isotope ratios of strontium and osmium
(Section 6.3.2.3) are particularly sensitive.

1.2.4.4 The Impact of Human Activity
on the Earth’s Surface Environment

The impact of anthropogenic activity is increasingly
important in environmental geochemistry. Although
beyond the scope of this book, two examples are per-
tinent. Recent work on nitrogen isotopes has shown
that it is possible to fingerprint polluting anthropogenic
nitrates (Section 7.3.5.3) and in a similar way the reme-
diation of toxic Cr6þ in groundwater can be monitored
using the stable isotopes of Cr (Section 7.4.4.3).

1.2.5 Processes Which Control
the Chemical Composition
of Sedimentary Rocks

1.2.5.1 Provenance

The geochemical make-up of the rocks constitutes the
provenance which influences the composition of sedi-
ments. In immature sediments there is a direct geo-
chemical link between the major and trace element
composition of the sediment and its provenance
(Section 5.5). The provenance of fine-grained, clay-rich
sediments such as shale can be determined from
selected trace elements and isotopes (Sections 4.2.2.4,
5.5.3 and 6.2.3.2). Provenance studies may also be used
to determine the original tectonic setting of the basin in
which fine-grained sediment formed (Section 5.5).

1.2.5.2 Weathering

Weathering conditions leave their signature in the
resultant sediment and, as discussed above, major
element and stable isotope studies of sedimentary
rocks indicate that former weathering conditions can
be recognised in the chemical composition of the sedi-
ments. Significant chemical changes may also take
place during sediment transport, for some trace elem-
ents become concentrated in the clay fraction; others
are concentrated in a heavy mineral fraction; while
others are diluted in the presence of a quartz-rich
fraction. To a large extent these processes are depend-
ent upon the length of time the sediment spends
between erosion and deposition.

1.2.5.3 Processes in the Depositional Environment

The chemical changes that occur during the depos-
ition of sediments are governed by the nature of the
depositional environment. This in turn is influenced
by the subsidence rate and the attendant thermal con-
ditions of the sedimentary basin. The temperature-
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dependent fractionation of oxygen isotopes can be
used to calculate the geothermal gradient during
diagenesis and allows some control on the burial his-
tory of the rock (Sections 7.2.5 and 7.3.1.2). In the
case of chemical sediments the chemical and biochem-
ical processes controlling the solubility of particular
elements coupled with thermal and redox conditions
are also important. Post-depositional, fluid-related
diagenetic processes are best investigated using stable
isotopes. The stable isotopes of oxygen and hydrogen
are important tracers of different types of water
(Section 7.3.2.3) and the combined application of
carbon and oxygen isotopes are important in the study
of limestone diagenesis (Section 7.3.3.9).

1.2.6 Biogeochemical Processes

Microbial life is abundant at the surface of the Earth
and can leave a geochemical fingerprint in its stable
isotope signature. This is because many microbially
mediated chemical reactions cause mass fractionation
in particular stable isotope systems. For example, the
kinetics of the conversion of inorganic carbon into
living carbon entails the preferential concentration of
the light carbon isotope in the living carbon (Section
7.3.3.6). Isotopic signatures of this kind open up the
possibility of identifying specific microbial reactions
which may relate to particular metabolic pathways
which may be found in both modern environments
and in the ancient sedimentary record. Other examples
of elements which are essential to life and whose stable
isotopes are fractionated by microbial activity are sul-
phur and nitrogen. In the marine environment sulphur
isotopes are fractionated during the reduction of sea-
water sulphate by anaerobic bacteria (Section 7.3.4.2)
and nitrogen isotopes are fractionated during the
reduction of nitrate to atmospheric nitrogen through
the metabolic processes of denitrification and
anammox (Section 7.3.5.2). Magnesium is also an
essential element in the biosphere and there is evidence
that Mg isotopes are fractionated in plants during
photosynthesis (Section 7.4.2.3). Iron isotopes are frac-
tionated during both anaerobic bacterial iron reduction
and photosynthetic iron oxidation operating under
anaerobic conditions (Section 7.4.5.2).

1.2.6.1 The Search for Early Life on Earth

The preservation of microbially driven stable isotope
fractionations in the geological record has been used a
means of identifying the presence of life on Earth from

the earliest stages of Earth history. One of the first
studies was by Schidlowski (1988), who showed that
the study of carbon isotopes can be used to trace
ancient biological activity through the geological
record back as far as 3.7 Ga (Section 7.3.3.7).
Subsequent studies used the large negative sulphur
isotope values in the sedimentary record as a means
of exploring the processes of microbial sulphate reduc-
tion in the geological past (Section 7.3.4.6). It has also
been suggested that the extreme iron isotope fractio-
nations in Archaean sediments are, in part, the prod-
uct of microbial activity, although as with other stable
isotope systems it is important to establish whether or
not similar fractionations could have been produced
by abiotic processes (Section 7.4.5.3).

1.3 Geological Controls
on Geochemical Data

The most fruitful geochemical investigations are those
that test a particular model or hypothesis. This ultim-
ately hinges upon a clear understanding of the geo-
logical relationships in the rock suite under
investigation. Thus, any successful geochemical inves-
tigation must be based upon a proper understanding
of the geology of the area. It is not sufficient to carry
out a ‘smash and grab raid’, returning to the labora-
tory with large numbers of samples, if the relation-
ships between the samples are unknown and their
relationship to the regional geology is unclear. It is
normal to use the geology to interpret the geochemis-
try. Rarely is the converse true, for at best the results
are ambiguous.
In some instances this is self-evident, for example,

when samples are collected from a specific strati-
graphic sequence or lava pile or from drill core data,
and there is a clear advantage in knowing how geo-
chemical changes take place with stratigraphic height
and therefore over time. A more complex example
would be a metamorphosed migmatite terrain in
which several generations of melt have been produced
from a number of possible sources. A regional study
in which samples are collected on a grid pattern may
have a statistically accurate feel and yet will provide
limited information on the processes in the migmatite
complex. What is required in such a study is the
mapping of the relative age relationships between the
components present, at the appropriate scale,
followed by the careful sampling of each domain.
This then allows chemical variations within the melt
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and restite components to be investigated and models
tested to establish the relationships between them.
A further consideration comes from the different

scales on which geochemical data are collected. With
the advent of microbeam analytical techniques and
the continuation of programmes such as the ocean
drilling or continental drilling programmes it is pos-
sible to measure geochemical data from the micro to
macro scales. For example, the mapping of trace
element or isotopic data in a single mineral grain
may be used to illuminate processes such as fraction-
ation in an igneous melt, diffusion in a metamorphic
rock or changing fluid conditions during sediment
diagenesis. This was illustrated in the study of the
zonation of iron isotopes in olivines from Kīlauea
Iki lava lake in Hawai‘i by Sio et al. (2013). Equally,
the mapping of isotopic variations in ocean floor
basalts can be used to identify geographically specific
compositional reservoirs in the Earth’s mantle. Hart
(1984) mapped the southern hemisphere DUPAL
anomaly in this way on the basis of anomalous Sr-
and Pb-isotopic compositions. At an intermediate
scale, the mapping of the distribution of Pb in stream
sediments over a large area of eastern Greece has
relevance for both environmental pollution and min-
eral exploration (see figure 2 in Demetriades, 2014).
A fundamental tenet of this book therefore is that if

geochemical data are going to provide information
about geological processes, then geochemical investi-
gations must always be carried out in the light of a
clear understanding of the geological relationships.
This normally means that careful geological fieldwork
is a prerequisite to a geochemical investigation. This
approach leads naturally to the way in which geo-
chemical data are presented. In the main this is as
bivariate (and trivariate) plots in which the variables
are the geochemical data. The interpretation of these
plots forms the basis for understanding the geological
processes operating.

1.3.1 Sample Collection

It is important that any new geochemical investigation
has a well-developed sampling strategy. The key par-
ameters are discussed in detail by Ramsay (1997) and
for environmental applications by Demetriades
(2014). A brief summary is given here.

• Sample size tends to be governed by the grain size of
the rock. The overriding principle is that the sample
must be representative of the rock. In addition, the

portion of the sample used in geochemistry must be
fresh and therefore an allowance must be made for
any weathered material present which will be
removed later. It is also important to retain part of
the sample for future research and/or the prepar-
ation of a thin section.

• Sampling will normally be done using a hammer.
Occasionally, precise sampling or sampling from a
difficult surface may be carried out using a coring
drill. In either case care must be taken to establish
that rock sampling is permitted at the site in ques-
tion and that sampling is carried out as discretely
as possible.

• The number of samples is normally governed by the
nature of the problem being solved. Relevant are the
geographic extent of the study area and whether or
not there are spatial or temporal aspects to the
research project. If the research question is very
specific a relatively small number (10–20) of well-
chosen samples may suffice. Often many more
samples than this are required. A further consider-
ation is whether there is the opportunity to return to
the field area. If not, then selecting a larger number
of samples makes good sense.

• The careful labelling of samples in the field, at the
site of collection, is perhaps obvious. A geological
description of the site is important, accompanied by
photographs and the precise GPS location. This will
allow the researcher or their successor to return to
the precise sample site if necessary, and such infor-
mation is often important in the future publication
of the results.

1.4 Analytical Methods in Geochemistry

In this section the more widely used analytical
methods are reviewed in order to provide a guide
for those embarking on geochemical analysis. This
text is not principally a book about analytical
methods in geochemistry and excellent summaries
are given by Gill (1997), Rouessac and Rouessac
(2007) and in the second edition of volume 15 of
the Treatise on Geochemistry (McDonough, 2014b).
First, however, it is necessary to consider the criteria
by which a particular analytical technique might be
evaluated (Figure 1.4). In this book, in which geo-
chemical data are used to infer geochemical
processes, it is the quality of the data which is
important. Data quality may be measured in terms
of precision, accuracy and detection limits.
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Precision refers to the repeatability of ameasurement.
It is a measure of the reproducibility of the method and
is determined by making replicate measurements on the
same sample. The limiting factor on precision is the
counting statistics of the measuring device used.
Precision can be defined by the coefficient of variation
which is 100 times the standard deviation divided by the
mean (Till, 1974), also known as the relative standard
deviation (Jarvis andWilliams, 1989). A common prac-
tice, however, is to equate precision with one standard
deviation from themean (Norman et al., 1989). It can be
helpful to distinguish between precision during a given
analytical session (repeatability) and precision over a
period of days or weeks (reproducibility).

Accuracy is about getting the right answer. It is an
estimate of how close the measured value is to the true
value. Knowing the true value can be very difficult,
but it is normally done using recommended values for
international geochemical reference standards (see
Section 1.6.4). It is of course possible to obtain precise
but inaccurate results.

The detection limit is the lowest concentration
which can be ‘seen’ by a particular method and is a
function of the level of background noise relative to
the sample signal (Norish and Chappell, 1977). Where
concentrations of a particular element are below the
levels of detection for a particular analytical method,
this is often reported in data tables as ‘bd’ (below the
limits of detection; see Table 1.1).

1.4.1 Sample Preparation

In the laboratory, rock samples must be reduced to
a fine powder for fusion or dissolution prior to
geochemical analysis. This normally follows a
number of stages. These include the splitting of the
rock and the removal of any remaining weathered
material; the crushing of the sample, often in a
hardened steel jaw crusher; and then the pulverising
of the sample to a fine powder in a ball mill or disc

mill. Two key principles must be followed. First, the
whole sample must be reduced to a powder and so
the sample should not be sieved. Second, the chem-
ical composition of the machinery used in the pul-
verisation of the rock sample must be chosen with
the sample geochemistry in mind. It would be
unwise to use a tungsten-carbide mill if tungsten is
an element of interest because it is very probable
that the sample will become contaminated with
W during sample preparation.

1.4.2 Sample Dissolution

Many of the analytical methods describe below require
the bulk rock sample to be in solution. Given the insol-
uble nature of silicate rocks this requires a number of
acid dissolution, digestion and/or fusion techniques. It
is essential that the entire rock, including resistant
insoluble phases such as zircon or chromite, is com-
pletely dissolved and that the dissolution process is
done in an ultra-clean environment so that the sample
is not contaminated during the digestion process.
A comprehensive review of the full range of dissolution
techniques for analytical geochemistry is given by Hu
and Qi (2014). The main analytical methods currently
in use in geochemistry are briefly described below.

1.4.3 X-Ray Fluorescence (XRF)

X-ray fluorescence spectrometry (XRF) was the work-
horse of early-modern geochemistry and was widely
used for the determination of major and trace element
concentrations in rock samples. It is still widely used in
mining geology and exploration geochemistry. The
method is versatile: it can analyse up to 80 elements over
a wide range of sensitivities detecting concentrations
from 100% down to a few ppm and is rapid so that large
numbers of precise analyses can be made in a relatively
short space of time. Good reviews of the older applica-
tions of the XRF method are given by Leake et al.

Figure 1.4 Obtaining geochemical data. A summary of the key issues to be considered when collecting
geochemical data and in selecting an appropriate method of analysis.
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(1969), Norrish and Chappell (1977), Ahmedali (1989)
and Fitton (1997) and there is a comprehensive recent
review by Nakayama and Nakamura (2014).

1.4.3.1 Wavelength Dispersive X-Ray
Fluorescence Spectrometry (WDXRF)

X-ray fluorescence spectrometry is based upon the
excitation of a sample by X-rays. A primary X-ray
beam excites secondary X-rays (X-ray fluorescence)
which have wavelengths characteristic of the elements
present in the sample. The intensity of the secondary
X-rays is proportional to the concentration of the
element present and is used to determine the concen-
trations of the elements present by reference to
calibration standards. In most XRF spectrometers
the X-ray source is an X-ray tube in which the
X-rays are generated by the bombardment of a target
with electrons. For the analysis of geological samples,
the target element, or anode of the X-ray tube, is Rh
as the X-rays from Rh are capable of exciting a very
wide range of elements. However, in some instances
W, Au, Cr and Mo tubes may also be used. The
intensity of the secondary X-rays is analysed in a
wavelength dispersive spectrometer using either a gas
proportional counter or a scintillation counter. In
detail instruments vary in precisely how the analyses
are made. In some a relatively small number of elem-
ents are measured simultaneously, in others a larger
number of elements are measured sequentially.

1.4.3.2 Energy Dispersive X-Ray
Fluorescence (EDXRF)

A more recent application of X-ray fluorescence tech-
nology is the development of energy dispersive X-ray
fluorescence in which the X-ray energy is measured
using a solid-state silicon drift detector (Potts et al.,
1990). This method allows the simultaneous measure-
ment of a large number of elements and in principle can
measure almost every element between Na to U at con-
centrations from a few ppm to nearly 100%within a few
seconds. The detector identifies the radiation from the
different elements present in the sample and analyses the
energy on a multi-channel pulse height analyser.
The range of elements that may be detected during

X-ray fluorescence analysis varies according to the
type of instrument. In WDXRF the element range
is from Be to U, whereas in EDXRF it is from
Na to U. The limits of detection depend upon the
element and the sample matrix, but generally the heav-
ier elements have better detection limits. The better

peak resolution of WDXRF means that there will be
fewer spectral overlaps and the background noise is
reduced so that detection limits and sensitivity are
improved over EDXRF. In terms of speed of analysis
and therefore cost, a spectrum is collected very rapidly
in EDXRF, whereas with WDXRF the elements are
analysed in sequence or in batches and therefore each
analysis takes longer. Samples for trace element analy-
sis are prepared as a pressed disc of the rock powder
(Leake et al. 1969); for major element analysis a glass
bead is made from a fusion of the powdered sample
with a lithium metaborate or tetraborate flux.
New developments in XRF technology have led to

the recent development of micro-XRF and portable
XRF analysers. Micro-XRF uses the energy-dispersive
method of detection and a narrow X-ray beam as an
imaging tool to map microscopic particles and build
high-resolution elemental maps of geological mater-
ials. Portable XRF analysers also use the energy-
dispersive method of detection. They are capable of
measuring a wide range of elements from Mg (some
include Na) upwards in the periodic table and have
detection limits of a few ppm to a few tens of ppm for
trace elements of geological interest. Applications
include the analysis of clean rock surfaces and drill
core. Rowe et al. (2012) discuss the application of
portable XRF in the analysis of mudrocks.

1.4.4 Instrumental Neutron Activation
Analysis (INAA)

Instrumental neutron activation analysis has been used
in the past as a non-destructive technique for the deter-
mination of trace elements, particularly the REE.
Instrumental neutron activation analysis (INAA) uses
a about 100 mg of powdered rock or mineral sample;
the sample is placed in a neutron flux in a neutron
reactor and irradiated. The neutron flux gives rise to
new, short-lived radioactive isotopes of the elements
present which emit gamma radiation and are measured
using a Ge detector (Hoffman, 1992). Instrumental
neutron activation analysis has now been superseded
by more rapid and more accurate methods of trace
element analysis and is no longer widely used.

1.4.5 Atomic Absorption
Spectrophotometry (AAS)

Atomic absorption spectrophotometry (AAS) has been
used in the past for major and trace element analysis.
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The method is based upon the observation that atoms
of an element can absorb electromagnetic radiation
when the element is atomised. A lowering of response
in a detector during the atomisation of a sample in a
beam of light as a consequence of atomic absorption
can be calibrated and is sensitive at the ppm level
(Price, 1972). However, this technique allows only
one element to be analysed at a time, and so has been
superseded by more rapid methods of silicate analysis
and now is rarely used for geochemical analysis.

1.4.6 Mass Spectrometry

Mass spectrometry is an analytical technique which
is particularly suited to the measurement of isotopes
in geological samples (Figure 1.5). It offers very high
precision, low levels of detection and may be applied
to very small samples. Often, however, it requires
extensive sample preparation which may involve the
chemical separation of the element of interest. In this
section we consider the techniques of thermal ionisa-
tion mass spectrometry (TIMS), gas source mass
spectrometry and the isotopic method of isotope
dilution mass spectrometry. In Section 1.4.7 we will
consider inductively coupled plasma mass
spectrometry (ICP-MS) and in Section 1.4.9 second-
ary ion mass spectrometry (SIMS). In each case,
however, the principles are the same. All rely on the
generation of a beam of charged ions which is fired
along a curved tube through a powerful electromag-
net in which the atoms are separated according to
their mass in response to the forces operating in the
magnetic field. A mass spectrum is produced in
which the lighter ions are deflected with a smaller
radius of curvature than heavy ions. The quantitative
detection of the signal allows isotope ratios to be
calculated. The main difference between these mass
spectrometric techniques is the manner in which the
sample is ionised.

1.4.6.1 Thermal Ionisation Mass Spectrometry
(TIMS)

In thermal ionisation mass spectrometry the sample
is ionised on a glowing filament made of a high-
melting-point metal, often Re. The method is par-
ticularly relevant to elements that have a high cap-
acity for thermal ionisation and whose isotope
systems are of interest. In geochemistry this includes
Mg, Cr, Ti, Sr, Ba, Nd, Re, Os, W and Pb (Carlson,
2014). Most elements of interest ionise as positive
ions, but Re and Os are more efficiently ionised as
negative ions. In his detailed review Carlson (2014)
summarises the main strengths and weaknesses of the
TIMS method. He shows that the main advantages
of TIMS are the following: for those elements that
ionise easily the ionisation is highly efficient; the
molecular interference spectrum is quite simple; the
thermal ionisation produces ions with a small energy
spread allowing good mass resolution; and the poten-
tial for sample to sample cross contamination is
small. Disadvantages are that for some elements of
geological interest the ionisation efficiency is low and
so the technique is unsuitable for Hf, W and positive
Os ions; the chemical preparation of samples is com-
plex and time-consuming; and corrections have to be
made for the mass fractionation between isotopes
during the process of thermal ionisation.

1.4.6.2 Gas Source Mass Spectrometry

Gas source mass spectrometry is used to measure the
traditional stable isotopes (H, O, C, S and N) as
described by Sharp (2014) and the noble gases
(Wieler, 2014). In stable isotope geochemistry rock
samples are converted into a gas before the element of
interest is introduced into the mass spectrometer:
hydrogen as H2, oxygen and carbon as CO2, sulphur
as SO2 or SF6 and nitrogen as N2. The chemistry can be
complex, as is the process of gas purification. The gas is
introduced into the mass spectrometer using either a

proportional
flow counter
scintillation

counter
electron

multiplier
Faraday cup

detectormass
analyser

Figure 1.5 The essentials of mass spectrometry. The sample material is ionised and introduced into the mass
spectrometer which is under vacuum. The ionised materials travel through the mass analyser, where ions are
separated according to their charge to mass ratio, and then on to the detector where they are counted.
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dual-inlet system or a continuous flow. In the dual-inlet
system there is either the rapid switching between the
sample and a standard reference gas or a dynamic inlet
system in which the sample gas is constantly refreshed.
In the continuous flowmethod a pulse of the sample gas
is entrained in a helium stream, passed through a gas
chromatographic column for purification, and into the
mass spectrometer. The continuous flow method is
popular, although there are isotope fractionations
during the combustion of samples which must be
accounted for in the data processing. Once in the mass
spectrometer the sample gas is ionised by the impact of
high-energy electrons from a tungsten filament.

1.4.6.3 Laser Fluorination Gas Source Mass
Spectrometry

The in situ analysis of traditional stable isotopes (C, O,
S, N) may be carried out using laser fluorination gas
source mass spectrometry (Arevalo, 2014). This
method has a very high spatial resolution for the analy-
sis of mineral grains and permits the in situ analysis of
individual micron-scale fluid and melt inclusions.

1.4.6.4 Isotope Dilution Mass Spectrometry

Isotope dilution mass spectrometry is the most accur-
ate and most sensitive of all trace element analytical
techniques and is particularly suited to measuring very
low concentrations of trace elements to very high
levels of accuracy and precision. The method is
described in detail by Stracke et al. (2014) and is
applicable to the different mass spectrometric
methods described above. Isotope dilution depends
upon the addition of a known quantity of an element
with a non-natural isotopic composition (known as a
‘spike’) to a known quantity of the sample. The iso-
topic composition of the spike–sample mixture is then
measured by mass spectrometry, and from the known
isotopic compositions of the sample and the spike it is
possible to calculate the concentration of the element.
The detail of the calculations is given in Stracke et al.
(2014). The method is applicable to any element
which has two or more naturally occurring isotopes
and has been particularly useful in geochronology and
in determining the abundances of trace elements at
very low concentrations. The main advantage of iso-
tope dilution is that the method does not depend upon
any external calibration, for element concentrations
are determined directly from the masses of the sample
and the spike and the measured isotopic compositions
of the sample, spike and sample–spike mixture.

Further, unlike other mass spectrometric methods iso-
tope dilution does not depend upon the quantitative
recovery of the element from the sample.
Double-spike isotope dilution methods require the

addition of two spike isotopes and the analysis of four
or more isotopes. This method uses two independently
measured isotope ratios to determine two unknowns
and is used to separate natural isotope fractionations
from those induced by chemical processing or fractio-
nations which occur during analytical measurements
such as instrumental mass fractionation.

1.4.7 Inductively Coupled Plasma
(ICP) Spectrometry

Inductively coupled plasma (ICP) spectrometry is an
analytical method in which the sample is introduced
into a plasma source in which the energy is supplied
by electrical currents produced by electromagnetic
induction. The inductively coupled plasma is a stream
of argon atoms, heated by the inductive heating of a
radio frequency coil and ignited by a high-frequency
Tesla spark. The sample dissociates in the argon
plasma into a range of atomic and ionic species.
Samples are prepared in solution using the standard
methods of silicate dissolution. There are two main
applications of ICP spectrometry: the older technique
of ICP-optical emission spectrometry and the more
recently developed and now widely used technique of
ICP-mass spectrometry.

1.4.7.1 ICP-Optical Emission Spectrometry
(ICP-OES)

ICP optical emission spectrometry (ICP-OES), also
known as ICP-atomic emission spectrometry (ICP-
AES), is a light-source technique with a plasma tem-
perature in the range 6000–10,000 K. A sample solu-
tion is passed as an aerosol from a nebuliser into an
argon plasma. The sample dissociates in the argon
plasma and a large number of atomic and ionic spectral
lines are excited. Emission rays that correspond to
photon wavelengths are measured and the element type
and concentration is determined from the position and
intensity of the photon rays, respectively. The spectral
lines are detected by a range of photomultipliers; these
are compared with calibration lines, and their inten-
sities converted into concentrations. The ICP-OES
method is capable of measuring most elements in the
periodic table with low detection limits and good pre-
cision over several orders of magnitude. Elements are
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measured either simultaneously or sequentially. When
measured simultaneously a complete analysis can be
made in the space of about 2 minutes, making it an
extremely rapid analytical method. A full description
of the method and its application is given byWalsh and
Howie (1980) and Thompson and Walsh (1983).

1.4.7.2 ICP-Mass Spectrometry (ICP-MS)

ICP mass spectrometry is now widely used as a means
of elemental and isotopic analysis, for the detection
limits are extremely low and may be in the parts per
trillion (ppt, ngl�1) range. A review of the method-
ology and instrumentation is given by Olesik (2014).
There are now a number of different types of mass
spectrometer which are used in ICP analysis. These
include the following:

• Quadrupole mass spectrometers. Quadrupole instru-
ments are widely used, for they are able to rapidly
and sequentially measure the different atomic
masses. However, it is necessary to use instrumental
and/or mathematical corrections in the data process-
ing to accommodate spectral overlaps.

• Sector field mass spectrometers. These measure
masses sequentially and can be used for isotope
ratio measurements as well as elemental chemical
analysis. They provide a much higher sensitivity or,
alternatively, a much higher mass resolution than
quadrupole instruments. Sector field mass spec-
trometers are more complex than quadrupole
instruments and use a double focusing design to
achieve the higher sensitivity or mass resolution.
This means that ions with the same mass to charge
ratio but different kinetic energies are focussed into
a single location in the focal plane.

• Multi-collector instruments (MC-ICP-MS). These
use sector field mass spectrometry but with multiple
detectors to measure isotopes simultaneously in
order to determine isotope ratios with extremely
high precision. However, multi-collector instru-
ments require the chemical separation of the elem-
ent of interest from the sample matrix.

1.4.7.3 Laser Ablation ICP Mass Spectrometry
(LA-ICP-MS)

Laser ablation mass spectrometry is an in situ analyt-
ical method which can be used for measuring elemen-
tal concentrations down to very low abundances and
radiogenic and non-traditional stable isotope ratios.
The details of the methodology are given by Arevalo

(2014). The benefits of the LA-ICP-MS method are
that it provides rapid, high-precision analysis, min-
imal sample processing and high spatial resolution of
the data. The sample is ablated using either a pulsed
Nd:YAG (Nd-doped yttrium aluminium garnet) laser
system or an excimer laser system which employs gas
mixtures of a noble gas and a halogen. The ablated
material is then introduced into an ICP mass spec-
trometer. Issues of concern in the application of this
technology are elemental fractionations which may
take place during the ablation process or non-
stoichiometric ablation. These may be accommodated
using a range of operational protocols as outlined by
Arevalo (2014). The reduction in LA-ICP-MS data is
carried out using a variety of software packages, and a
recent study showed that different users can obtain
significantly different results from the same raw data.
For this reason, Branson et al. (2019) recently pro-
posed a new data-reduction package which provides
some consistency in this field and allows for the repro-
ducible reduction of LA-ICP-MS data.

1.4.8 Electron Probe Micro-analysis (EPMA)

Electron probe analysis is a microbeam technique
which is principally used in the analysis of minerals
and glasses. The method is reviewed by Reed (1994).
The sample is excited by a highly focused beam of
electrons and X-rays are generated. The quantitative
analysis of the sample is obtained by the analysis of
the X-rays and as with X-ray fluorescence analysis
these may be analysed in two ways. They may be
analysed according to their wavelength or by their
energy spectrum. In electron microprobe wavelength
dispersive analysis, using a wavelength dispersive
spectrometer (WDS), the X-rays are analysed in a
series of element-specific detectors in which the peak
area is counted relative to a standard, and intensities
converted into concentrations after making appro-
priate corrections for the matrix (Long, 1994).
There are a variety of software packages which
process the data. Energy-dispersive electron microp-
robe analysis, using an energy dispersive spectrom-
eter (EDS), utilises an energy versus intensity
spectrum and allows the simultaneous determin-
ation of the elements of interest. The spectrum is
collected using a solid-state silicon drift detector.
EDS analysis may also be made using a scanning
electron microscope (SEM) with an attached solid-
state detector and can be used for quantitative
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analysis provided it is calibrated with suitable stand-
ards. WDS is the more precise of the two methods
and the speed of analysis is governed by the number
of spectrometers on the instrument – often around
3 minutes for a ten-element analysis. EDS analysis
prefers speed (about 1 minute to collect a spectrum)
over very high levels of precision.
During the interaction between the electron beam

and the sample secondary electrons and backscat-
tered electrons are generated. These may be used,
with the appropriate detectors, to provide an electron
image of the sample and so guide the EPMA user to
suitable ‘spots’ on the sample for analysis. Images
may also be used for element mapping, in which the
distribution pattern of a particular element is dis-
played within a mineral grain, and so is important
in demonstrating features such as element zoning
or exsolution.
The chief merit of the electron microprobe is that

it has excellent spatial resolution and commonly
employs an electron beam of 1–5 microns in diam-
eter. This means that extremely small sample areas
can be analysed and individual mineral grains can
be analysed in great detail. Elements from B to
U can be analysed, but most laboratories analyse
only the major elements on a routine basis. Most
geological applications are in the analysis of min-
erals and natural and synthetic glasses. The analysis
of silicate glass is of particular importance in the
analysis of tephra and the experimental charges in
experimental petrology; less commonly fused discs
of rock powder are analysed for major elements
using this method (Staudigel and Bryan, 1981). In
glass analysis a wider, defocussed electron beam is
normally used to minimise the problems of sample
volatilisation during analysis and inhomogeneity in
the glass.
The development of field emission electron probe

instruments (FE-EPMA), in which the microprobe is
equipped with a thermal field emission gun electron
source, has provided even better imaging and analyt-
ical resolution. FE-EPMA instruments can provide
accurate quantitative analyses of individual grains as
small as 300–400 nm and have the X-ray imaging
capacity of down to 200 nm (Armstrong et al.,
2013). Samples for EPMA are prepared for analysis
by making a polished thin section of a rock slice or
grain mount in epoxy resin. The polished surface is
then sputter coated with a thin conductive layer of
carbon or gold.

1.4.9 The Ion Microprobe (SIMS)

The ion microprobe, or ion-probe as it is also known,
combines the analytical accuracy and precision of mass
spectrometry with the very fine spatial resolution of the
electron microprobe. It is widely used in the fields of
geochronology, stable isotope geochemistry and trace
element analysis. Reviews of the method and its appli-
cation are given by Hinton (1994) and Ireland (2014).
There are two principal instruments available, the
SHRIMP (sensitive high-resolution ion microprobe)
family of instruments from the Australian National
University and Cameca instruments which include the
NanoSIMS with nanometer resolution.
Ion microprobe technology employs a finely

focussed beam of ions to bombard an area of the
sample (typically 10–25 microns in diameter) and
causes a fraction of the target area to be ionised and
emitted as secondary ions. The ionisation process,
known as sputtering, drills a small hole in the surface
of the sample a few microns in depth. Samples are
prepared as polished thin sections or grain mounts
coated with carbon or gold. Before analysis, samples
are normally characterised using conventional geo-
logical microscopy and electron imaging in order to
determine the best sample area for analysis. Ion-probe
analysis is non-destructive, highly sensitive and is
capable of producing many analyses from a very small
amount of material – important when multiple ana-
lytical methods on a single location are desired.
The primary ion beam is most commonly made up

of either Cs or oxygen ions. Csþ is used for non-metals
such as O or S, and oxygen for metals such as Pbþ.
There is a trade-off during analysis between spatial
resolution and precision – the larger the spot size, the
larger the mass sputtered which typically results in
better precision, but at the cost of spatial resolution.
The spectrum of the secondary ions is analysed using a
sector mass spectrometer to determine the isotopic
composition of the sample – hence the term ‘second-
ary ion mass spectrometry’ (SIMS).
Ion probe analysis is used in both trace element and

isotopic analysis. It can be used in the determination of
the abundance of volatile species H, O, S, N, C, F and
Cl and the analysis of traditional and non-traditional
stable isotopes. It is often used in geochronology and
applied to the U-Th-Pb and Hf isotope systems.
A particular application is the U-Pb geochronology
of zircon grains, for these contain measurable quan-
tities of U and Th but not Pb. Ion probe analysis may
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also be used in exploring diffusion profiles in minerals
through the sequential sputtering of a grain during
depth profiling.

The development of nanoSIMS allows a much finer
spatial resolution than conventional SIMS instru-
ments and operates with spot sizes as low as 50 nm
for a caesium beam and 200 nm for an oxygen beam
(Ireland, 2014). Zhang et al. (2014) measured sulphur
isotopes at the submicron scale in pyrite and sphaler-
ite using a �0.7 pA Csþ beam of �100 nm diameter
and scanning over areas of 0.5 � 0.5 μm2. They
documented external reproducibility (1 SD) of better
than 1.5‰ for both δ33S and δ34S.

1.4.10 Synchrotron X-Ray
Spectroscopic Analysis

A synchrotron is a charged particle accelerator which
generates intense radiation. Of interest here is the
application of synchrotron radiation in the X-ray part
of the spectrum to geochemical analysis. One such
microbeam method is X-ray absorption fine structure
(XAFS) spectroscopy. This method can provide a
detailed picture of the average electronic and molecular
energy levels associated with multivalent elements, and
allows the determination of valence state, coordination
number and nearest neighbour bond lengths (Sutton
and Newville, 2014). An important application of
XAFS spectra to geochemistry is the X-ray absorption
near-edge structure (XANES) energy region. The
micro-version of this application (μ-XANES) spectros-
copy has been used to determine in situ the Fe3þ/ΣFe
ratio in basaltic glasses. The detail of the methodology
is given in Kelley and Cottrell (2009).

1.5 Selecting an Appropriate
Analytical Technique

Choosing an analytical technique in geochemistry
depends entirely upon the nature of the problem to
be solved with the ultimate goal of understanding the
processes that have taken place in a given suite of
rocks. In part this requires selecting the right samples
in the field. For example, consider a suite of basaltic
lavas derived from a mantle source. In their journey to
the surface the magmas will have experienced a wide
range of fractionation and mixing processes which
will have modified the composition of the original
primitive mantle melt. In order to characterise the
composition of the original melt this sequence of

interactions must be progressively removed.
A helpful way of doing this is to follow the flow
diagram in Figure 1.2 backwards. This means at the
sample selection stage those samples that show any
evidence of fluid interaction during weathering,
hydrothermal alteration or metamorphism are elimin-
ated from the sample set. The remaining samples are
examined using major and trace element geochemistry
to identify magma chamber processes and the com-
position of the primary melt which fed the magma
chamber. This then allows the identification of what is
normally a small suite of the least fractionated and
least contaminated samples which might be primary
magmas and can be used reflect processes operating in
the mantle source region. These samples can be fur-
ther investigated using trace element and isotope
geochemistry in order to understand the processes
operating in the source region.
A similar sequence of sample selection may be

followed for a suite of granitic rocks, although in this
case identifying the nature of the source – crust or
mantle –may be more complex. Further, the solidified
rock may be a crystal-laden melt, and so it is some-
times necessary to identify those samples which repre-
sent true melt compositions. Further, the distribution
of some trace elements may be governed by the pres-
ence of minor phases such as monazite, which is rich
in P and the light REE, and phases of this type must
be identified using petrography. It may also be
important to know the age of the granite, in which
case the isotopic analysis of its zircon is a commonly
used technique. The oxygen and Hf isotope compos-
ition of the zircon may also provide further con-
straints on the composition and age of the source.
The choice of analytical technique also depends

upon the nature of the material to be investigated.
For example, a sample that is already in solution such
as seawater or river water is amenable to analysis by
ICP methods – ICP-OES or ICP-MS – immediately
after dilution or pre-concentration. On the other hand,
a rock sample crushed to a powder can be analysed by
XRF after being made into a pressed powder pellet or
fused into a glass disc; otherwise, it has to be turned
into a solution using a ranging of fluxing and acid
treatments. Once in solution it is then amenable to
analysis by ICP methods – ICP-OES or ICP-MS. If
samples are to be analysed by TIMS or INAA, then
analysis must be preceded by sample digestion and the
chemical separation of the element(s) of interest. The
stable isotope analysis of a rock powder using gas
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source mass spectrometry requires that the sample is
converted to a gas and undergoes sample purification
for the element of interest. The non-destructive analysis
of solid samples can be carried out using in situ
methods such as the electron microprobe for major
element and some trace element analysis, and the ion
microprobe or laser ablation ICP-MS for trace
elements and isotopes. These methods require a rela-
tively small amount of sample preparation and can also
function with very small samples.
Further considerations are the number of samples

to be analysed and so the amount of sample prepar-
ation time involved, the speed of chemical analysis,
the cost of the analysis and the precision required. In
general terms XRF and ICP-OES and ICP-MS
methods are rapid and can cope with large numbers
of samples at relatively low cost, although both
methods require the rock to be in powder form and
so there is a certain amount of sample preparation
involved. Other isotope methods – TIMS, isotope
dilution mass spectrometry and gas source mass
spectrometry – involve much greater sample prepar-
ation but isotope dilution offers the best possible
precision. In some cases it is possible to screen a
large number of samples using techniques such as
quadrupole ICP-MS or in the case of in situ analysis
LA-ICP-MS and then carry out high-precision
analysis of a selected number of samples using either
much longer counting times or very precise methods
such as SIMS or isotope dilution.

1.6 Sources of Error in
Geochemical Analysis

Normally, if samples are collected carefully and if
sample preparation is carried out in a clean environ-
ment following conventional analytical protocols, the
geochemical data are safe to use. However, there are a
number of ways in which the results of geochemical
analysis can be in error and it is important for the user
to be alert to these possibilities. They are briefly
reviewed below.

1.6.1 Contamination

The user of geochemical data must always be alert to
the possibility that samples have become
contaminated. This is known to have happened in
sometimes the most bizarre circumstances such as
when petrol spilt on rock samples in a boat resulted

in spurious Pb isotope analyses, or the more avoidable
convergence of Pb isotope compositions of a suite of
igneous rocks with that of Indian Ocean seawater,
when the samples were collected from a beach on the
Indian Ocean.
More subtle is the contamination which may

take place during sample preparation. This can
occur during crushing and grinding and may arise
either as cross-contamination from previously pre-
pared samples or from the grinding apparatus
itself. Cross-contamination can be eliminated by
careful cleaning and by pre-contaminating the
apparatus with the sample to be crushed or
ground. For the highest precision analyses samples
should be ground in agate, although this is delicate
and expensive and even agate may introduce occa-
sional contamination (Jochum et al., 1990).
Tungsten carbide, a commonly used grinding
material in either a shatter box or a ring mill, can
introduce sizeable tungsten contamination, signifi-
cant Co, Ta and Sc and trace levels of Nb (Nisbet
et al., 1979; Hickson and Juras, 1986; Norman
et al., 1989; Jochum et al., 1990). Chrome steel
introduces sizeable amounts of Cr, Fe, moderate
amounts of Mn and trace amounts of Dy and high
carbon steel significant Fe, Cr, Cu, Mn, Zn and a
trace of Ni (Hickson and Juras, 1986).
Other sources of laboratory contamination may

occur during sample digestion and arise from impure
reagents or from the laboratory vessels themselves.
This therefore requires ultra-clean laboratory proced-
ures and the use of ultra-pure chemicals.
A measurement of the level of contamination from
this source can be made by analysing the reagents
themselves in the dilutions used in sample preparation
and determining the composition of the ‘blank’.
Natural contamination of samples may occur through

the processes of weathering or through contact with
natural waters. This may be remedied by removing all
weathered material from the sample during sample slit-
ting and leaching the rock chips with 1 M HCl for a few
minutes after splitting but before powdering.

1.6.2 Calibration

Most of the methods of analysis described above
measure concentrations relative to international
standards of known composition or to a calibration
curve derived therefrom. Calibration curves are
drawn on the basis of standards of known
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composition and are used to convert counts per
second in the instrument to ppm or wt.% in the
sample. Standards used in the construction of calibra-
tion curves are either ultra-pure chemical reagents or
international reference samples, as well as so-called in-
house standards. Where matrix effects are important,
such as with LA-ICPMS, standards should be of simi-
lar composition to the unknowns being investigated.
Clearly, the accuracy of the final analysis of the
unknown depends upon the accurate analysis of the
standards used in calibration. It is possible for system-
atic errors to be introduced and these can be minim-
ized if standard samples are interspersed and analysed
as unknowns throughout the analytical session.

1.6.3 Peak Overlap

In most geochemical analytical techniques there is
little attempt to separate the element to be analysed
from the rest of the rock or mineral sample. Given
that current analytical methods are generally a
form of spectrometry, there is the possibility of
interference between spectral lines or mass peaks
so that the value measured is spuriously high due
to overlap from a subsidiary peak of another elem-
ent present in the rock. The effects of these inter-
ferences must be calculated and removed
mathematically and in some cases minimised in
the design of the instrument.

1.6.4 Detecting Errors in Geochemical Data

Errors in one’s own data can be detected by routinely
running well-analysed in-house or international stand-
ards as unknowns through the sample preparation and
analytical system. This will alert the user to calibration
errors. It is also important to know about potential
peak overlaps for elements of particular interest.
Errors may be detected if samples have anomalous
compositions. In this case the hand specimen and thin
section of the sample should be investigated carefully to
determine the reason for the anomalous nature of the
sample and whether or not it has a real geological
explanation, or whether it is an artefact of the analyt-
ical process. Anomalously low concentrations of cer-
tain elements relative to those expected for a particular
rock type might reflect the incomplete dissolution of
the sample during sample preparation.
Errors are minimised by using international refer-

ence materials and certified reference materials. These
are essential for instrument calibration, method valid-
ation and quality control, and form the basis of inter-
laboratory comparisons. A thorough review of
reference materials in geochemical and environmental
research is given by Jochum and Enzweiler (2014) and
up-to-date information can be obtained from the
GeoReM database at http://georem.mpch-mainz
.gwdg.de/ and in the academic journal Geostandards
and Geoanalytical Research.
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2 Analysing Geochemical Data

2.1 Introduction

The last 50 years have seen the growth of a large body
of literature on the statistical treatment of geochemical
data. Some of this literature is in the form of warnings
to the geochemical community that their practices are
not sufficiently statistically rigorous. Other articles are
concerned with improving the statistical techniques
current amongst geochemists and provide methods
which are more appropriate to some of the peculiar
properties of geochemical data. Further aspects of geo-
statistics are very specialised and apply particularly to
the fields of ore reserve estimation and exploration
geology (see, for example, Clark and Harper, 2007).
These are not considered here.
However, many statisticians are not practising geo-

chemists and, similarly, many geochemists are
unfamiliar with the statistical literature. This may in
part be because this literature is specific to mathemat-
ical geology and is written for other mathematicians
rather than for geochemists. The net effect is that geo-
statisticians have been advising geochemists in the
practice of their art for many years and yet rarely
have the two communities come together to fully
address their common concerns.
The purpose of this chapter, therefore, is to draw the

attention of geochemists to some of the issues which
our statistician colleagues have raised and to evaluate
these in the context of presenting and interpreting geo-
chemical data. This is not intended as a review of
statistics as applied to geochemistry. There are excel-
lent books for that purpose; see, for example, Waltham
(2000), Davis (2002) and Reimann et al. (2008), and as
well as the web-based reference NIST/SEMATECH e-
Handbook of Statistical Methods. Rather, this chapter
presents a discussion of some areas of statistics which
directly relate to geochemistry. We assume an intro-
ductory level of statistical knowledge. See Box 2.1 for
brief definitions of the statistical terms used.
Many of the statistical calculations described in this

text can be carried out in an Excel spreadsheet using the
data analysis ‘Add-In’ and theReal StatisticsUsingExcel
‘Add-In’ (available at www.real-statistics.com/). There
are also commercial statistical packages that run in

Excel and shareware packages that run on other plat-
forms such as the java-basedStacato.Alternatively,more
sophisticated analyses can be carried out in bespoke
statistical packages such as SPSS (statistical package for
the social sciences, officially IBM SPSS Statistics); there
are also applications in STATISTICA (by Dell), Python,
Matlab and R (see Van den Boogaart and Tolosana-
Delgado, 2013; Janousek et al., 2016).

The central problem which geochemists have to
address when considering the analysis of geochemical
data is the unusual nature of geochemical data.
Composition is expressed as a part of a whole, either
as a percentage or parts per million. This type of data
is ‘constrained’ or ‘closed’ and is not amenable to
standard statistical analysis, which is generally
designed for unconstrained data. The particular
nature of geochemical data raises all sorts of uncom-
fortable questions about the application of standard
statistical methods in geochemistry. These issues are
addressed in Sections 2.2 and 2.7. Geochemical data
also has ‘outliers’ which geochemists typically exclude
but which statistics can now address, for example,
Pernet et al. (2013). In addition, geochemical data
are often derived from samples collected from limited
outcrop in specific locations over a limited amount of
time and yet the statistical ‘validity’ of the sampling
process is seldom considered.
With these caveats in mind, let us turn to the appli-

cation of selected statistical techniques which are
widely used in geochemistry. Typically, geochemical
data are multivariate; that is, many measurements are
made on each sample (e.g., wt.% oxide data, trace
element data and isotopic data are all measured on
the same sample). For this reason it is necessary to
use multivariate statistical methods such as those dis-
cussed in Section 2.8; these include correlation matri-
ces, covariance matrices, principal component and
factor analysis, and discriminant analysis. Sometimes,
however, it is necessary to use multiple bivariate com-
parisons where only two of the many variables are
compared at any one time, as for example in the use
of correlation coefficients (Section 2.4) or regression
analysis (Section 2.5). Univariate statistics such as the
mean, median, mode and standard deviation, as well as
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Box 2.1 Some statistical terms
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Arithmetic mean (Section 2.3.2) The arithmetic mean of a sample x̄ (μ for the population) is the sum
of the measurements divided by the number of measurements n:

�x ¼ x1 þ x2 þ . . .þ xnð Þ=n, or Σ x=n

Chi-square (χ2) (Section 2.3.5) Evaluates the ‘goodness of fit’ between an empirical and theoretical
data distribution

Closed array (Section 2.2.2.1) A data array with individual varables that are not independent of
each other but are related by, for example, being expressed as a
percentage

Coefficient of variation
(Section 2.6)

The ratio of the standard deviation s to the mean x̄

Compositional data
(Section 2.2.2)

Compositional data form a closed array and are expressed as part of
a whole, such as percentages or parts per million.

Correlation coefficient
(Section 2.4)

Pearson’s product moment coefficient of linear correlation ρ
measures the strength of the linear relationship between two
variables x and y in a population.
An estimate of the same correlation coefficient r is given by:

r ¼ covariance x, yð Þ
√ variance xð Þ∗ variance yð Þ½ �

The Spearman rank coefficient of correlation rs is calculated from the
difference in rank order of the variables (Eq. 2.3).

Covariance (Section 2.4.1) The product of the deviation from the mean for two variables x and y
averaged over the dataset:

Sxy ¼ Σ x� �xð Þ y� �yð Þ
n� 1

Covariance matrix (Section 2.7.1) The covariance of an entire dataset is represented by a covariance
matrix.

Cumulative distribution function
(Section 2.3.4)

The cumulative probabilty (up to 100%) of a particular value
occurring in a population

Data transformation (Section 2.7) Transforming the reference frame of constrained or closed data for
better statistical evaluation, for example, the additive, centred or
isometric log-ratio transformation

Degrees of freedom
(Section 2.2.2.3)

The number of ‘free’ available observations (the sample size n) minus
the number of parameters estimated from the sample

Geometric mean (Section 2.3.2) The nth root of the product of positive values X1, X2, . . ., Xn:

�xG ¼ X 1 � X 2 � X 3 � . . .� Xnð Þ1=n

Heteroscedasticity Non-uniform error
Kernel density estimate
(Section 2.3.3)

An approximation of the density function which does not require
binning.

Log-(ratio) transformation
(Section 2.7.1)

The isometric logarithmic transformation of non-Gaussian
multivariate data (such as geochemical data) for proper statistical
handling and better data visualisation

Median (Section 2.3.2) The median value divides the area under a distribution curve into two
equal parts. An estimate of the median is the value in the sequence of

Continued
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Box 2.1 (cont.)
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

individual values, ordered according to size, which divides the
sequence in half. When the distribution is normal the median and the
mean are the same.

Mode (Section 2.3.2) For unimodal distributions, the mode is the value of the
measurement which has the greatest frequency. When there is a
normal distribution, the mode is the same as the mean.

Normal distribution
(Section 2.3.1)

The normal or Gaussian distribution of samples is characterized by a
symmetrical bell shape on a frequency diagram.

Null hypothesis (Sections 2.3.5
and 2.4.1)

The hypothesis that two populations agree with regard to some
parameter is called the null hypothesis. The hypothesis is usually
evaluated for rejection at a given level of probability.

Null value (Section 2.6) The value assigned to a parameter in the null hypothesis
Outlier (Section 2.2.2.4) A data point distant from the main distribution of the data
Probability density function
(Section 2.3.3)

Provides the likelihood of a continuous random variable assuming a
certain value

Probability distribution function
(Section 2.3.3)

Provides the likelihood of a discrete random variable assuming a
certain value

Population (Section 2.2.2.4 ) A set of measurements of a specified property of a group of objects.
Normally a sample of the population (sub-population) is studied. The
symbols representing the population are given by Greek letters
whereas those relating to the sub-population are given in Roman
letters.

Regression (Section 2.5) A measure of the intensity of the relationship between two variables.
It is usually measured by fitting a straight line to the observations.

Robust test (Section 2.2.3) A test is robust relative to a certain assumption if it provides
sufficiently accurate results even when this assumption is violated.

Significance test (Sections
2.3–2.5)

A measure of the probability level at which a null hypthesis is
accepted or rejected, usually at the 5% (0.05) or 1% (0.01) level

Skewed distribution
(Section 2.2.2.4)

A non-normal or non-Gaussian distribution of data; a tailed
distribution

Spurious correlation
(Sections 2.3.5 and 2.6)

A false correlation resulting from too small datasets or incorrect
handling of the data

Standard deviation (Section 2.3.2) The spread of values about the mean. It is calculated as the square
root of the variance and for a sample is denoted s:

s ¼ √Σ x� �xð Þ2= n� 1ð Þ
In a normally distributed set of numbers 68.26% of them will lie
within one standard deviation of the mean and 95.46% will lie within
two standard deviations from the mean. The standard deviation of a
population is denoted σ.

Sub-composition (Section 2.2.2) In compositional data analysis a sub-composition is a part of the
composition.

Variance (Section 2.3.2) A measure of the deviation of individual values about the mean:

s2 ¼ Σ x� �xð Þ2= n� 1ð Þ
The variance is the square of the standard deviation.
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probability functions (Section 2.3), are also needed to
describe the distribution of the data.

2.2 A Statistical Approach?

2.2.1 Geochemical Investigation
versus Statistical Trials

It should be acknowledged at the outset that a geochem-
ical investigation may be constrained by funding, loca-
tion, time available at the study area, the number and
types of samples that are collected, the limited spatial
distribution of those samples and the type of geochemical
analyses that can be performed, so that structuring
a study as a proper ‘statistical trial’ is unlikely.
Geochemists donotwork fromcarefully controlled trials,
but from their often limited observations. Consequently,
from inception, geochemical investigations may be
regarded as somewhat statistically handicapped because
the project may be constrained by small sample numbers
and limited sample diversity. This contributes to the
statistical limitations associated with geochemical data
described in Section 2.2.2.

2.2.2 Statistical Limitations Associated
with Geochemical Data

There are several important issues associated with
geochemical data that complicate their statistical
analysis. To varying degrees these apply to all geo-
chemical studies and include the following:

• Constrained data
• Data with variable (non-uniform) errors
• Small datasets
• Outliers.

2.2.2.1 Constrained or Closed Data
and the Constant Sum Problem

Data expressed as part of a whole (percentages or
parts per million) are known as compositional data.
Geochemists are used to expressing the major element
compositions of rocks and minerals as percentages, so
that the sum of the major elements will always be
about 100% (a constant sum). This has to be in order
to compare one chemical analysis with another. This
standard form, which is universally used by geochem-
ists for both rock and mineral analyses, is a source of
concern to statisticians who for 60 years have been
informing geochemists that they are working in a
minefield of spurious correlations and that their

interpretation of major and trace element chemistry
is potentially unsound.
In brief, the problem with compositional data is as

follows. Percentages are complex ratios containing
variables in their denominators which represent all
the constituents being examined. Thus, components
of percentage data are not free to vary independently.
As the proportion of one component increases, the
proportion of one or more other components must
decrease. These properties were more formally sum-
marised by Pawlowsky-Glahn and Egozcue (2006),
who showed that compositional data:

• convey only relative information
• are always positive, thus
• are not free to range between þ/� infinity (in statis-
tical terms they are constrained rather than
unconstrained)

• are parts of a composition that sum to a constant (in
statistical terms they form a closed dataset)

• are therefore not amenable to standard statistical tests
which are generally devised for open datasets with
unconstrained variables in the range þ/� infinity.

The consequences of these properties for compos-
itional data in geochemistry are the following:

• The summing of analyses to 100% forces a correl-
ation between components of the dataset because
the loss or gain of any component causes a change
in the concentration of all the other components.
The problem is illustrated by Meisch (1969), who
demonstrated that an apparently significant correl-
ation between two oxides may have arisen through
the closure process from an actual correlation
between two other oxides. These induced correl-
ations may or may not conceal important geological
correlations. In terms of correlation theory, the
usual criterion of independent variables does not
hold nor is variance and covariance within the
dataset independent.

• There is a negative bias in correlations. If one com-
ponent has a significantly higher value than all the
other components – such as SiO2 in silicate rocks –
then bivariate graphs of SiO2 and the other com-
ponents will show a marked negative tendency. This
attribute of percentage data is fully explored by
Chayes (1960) and is illustrated in Figure 3.13.

• Data subsets or sub-compositions, as frequently
used in triangular diagrams such as the AFM
diagram (Section 3.3.3), do not reflect the variation
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present in the ‘parent’ dataset. Aitchison (1986,
Table 3.1) showed that the correlation coefficient
between pairs of variables changes substantially in
data subsets and that there is no apparent pattern to
the changes. In addition, data subsets can show
different rank orderings from the parent dataset.
For example, in the AFM data subset (Na2O þ
K2O, FeOT, MgO) the variance may be A > F >

M, but in the parent dataset the variance may be
F > A > M.

• The means of compositional datasets have little sig-
nificance. Woronow (1990) and Woronow and Love
(1990) have argued that because of the closure
problem the means of percentage (and ppm) data have
no interpretative value. They show that an infinite
number of possible changes can explain an observed
change in the mean of compositional data such that it
is impossible to produce a meaningful statistical test to
evaluate the similarities between means of compos-
itional data. This observation has important implica-
tions for approaches frequently used in geochemistry
such as discriminant analysis (Section 2.8.2).

It should be noted that the problem of closure is not
eliminated when the data are transformed by some
scaling process (Whitten, 1995), nor is it removed
when the problem is presented in graphical rather
than statistical form. Attempts to sidestep closure by
relating all samples to a given reference curve as in the
‘sliding normalisation diagrams’ of Liegeois et al.
(1998) or the ‘delta diagrams’ of Moyen et al. (2009)
do not avoid the fundamental issues outlined above.
Furthermore, the closure problem remains even when
the constituents of an analysis do not sum exactly to
100%, due to analytical error or incomplete analysis,
for there is always the category of ‘others’ (i.e., the
missing data) which can be used to produce a sum of
100%. A more detailed discussion of how these prob-
lems have been approached in the geo-statistical com-
munity is given in Section 2.7.

2.2.2.2 Non-uniform Errors (Heteroscedasticity)

The statistical analysis of geochemical data depends
on the errors associated with the variables (oxides and
elements). In the context of geochemical analysis,
error means the combined systematic and random
error (the uncertainty) that is associated with an ana-
lytical measurement. All geochemical analyses have
associated errors but these are not the same for all the
components of a single analysis for the magnitude of

the error depends upon what is being measured and
the analytical method(s) used. For example, analytical
errors associated with XRF analysis vary as a func-
tion of both the element mass and the concentration
of the element and therefore different elements will
have different associated errors. Further, in a com-
parison of data from one laboratory with another the
errors associated with each lab will be different. In
some instances data measured in different ways are
used together, giving rise to different scales of error.
An example would be the measurement of major
elements by XRF and trace elements by mass
spectrometry. This variability in the nature of the
errors associated with geochemical data means that
it is necessary to select the statistical approach which
is most appropriate to the data.

2.2.2.3 Small n

Many statistical functions are dependent on the
number (n) of variables involved because they assume
a normal or Gaussian distribution. This often takes the
form of the Student’s t-distribution, which is used, for
example, when determining statistical significance of
the difference between two means, the confidence inter-
val of the difference between two means, and in linear
regression analysis. In a statistical calculation the term
degrees of freedom refers to the number of variables
that are free to vary; for example, in bivariate plots
there are two degrees of freedom because there are two
variables. As the number of degrees of freedom
increases, the t-distribution approaches a normal distri-
bution. However, a specific variable in a small sample
set (n) may not be normally distributed and so violates
the assumption of many statistical approaches.

2.2.2.4 Outliers

Many geochemical datasets contain outliers, that is,
single values completely outside the range of the other
measured values. Outliers can occur by chance in any
distribution, but they often indicate a measurement
error, the combination of unrelated sub-populations,
or that the population has a spurious (non-Gaussian)
distribution.

2.2.3 Can We Address These Limitations?

The following steps can be taken to address the limi-
tations that geochemists face with their data. These
are explored in detail in this chapter but are summar-
ised here:
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• Constrained geochemical data, in which the stand-
ard deviation of the error is not constant with
respect to the variables involved, may be explored
using weighting (Section 2.5) and data transform-
ation (Section 2.7). Both methods work well and
often provide similar results.

• Choosing a statistical method appropriate for the
type of data involved requires knowledge of the
types of errors associated with the data and whether
these are variable or constant errors.

• Many statistical tests are designed for larger data-
sets. At a fundamental level statistical analysis gen-
erally works best above some nominal minimum
number of samples or analyses, and so increasing n
will increase the statistical options.

• All datasets need to be assessed for outliers and
there are various tests that help to recognize them
(Sections 2.3 and 2.4); once recognized, appropriate
steps can be taken.

• Robust statistical methods are those which work
even when the original assumptions of the test are
not strictly fulfilled, such as non-Gaussian data,
small n, variable errors and the presence of outliers,
and these can be applied to minimise the effect of
these assumptions.

2.3 Histograms, Averages
and Probability Functions

2.3.1 Histograms

The histogram is a common way to show how data
are distributed relative to the number of samples and
shows the density of the data distribution.
A histogram quickly and easily shows whether the
data distribution is Gaussian or non-normal, symmet-
rical or skewed, uni-, bi- or multi-modal. However,
this is in part a function of the way in which the data
are allocated to intervals or ‘bins’ in the histogram. As
general rule bin width ¼ √n, where n is the number of
samples in the dataset. It is clear that bin widths
reduce in size the larger the dataset and as n increases
the histogram ‘steps’ are eventually so small that the
plot appears to have a smooth, step-free pattern. This
is the density function shown as the blue line in
Figure 2.1a and discussed in Section 2.3.3.

2.3.2 Averages

Geochemists frequently use ‘average values’ in order to
present their data in summary form. Also, average rock

compositions are sometimes used as a reference by
which to assess the composition of other rock compos-
itions. For example, the average values of mid-ocean
ridge basalts or of chondritic meteorites are frequently
used as normalising values in trace element studies (see,
e.g., Table 4.7). Averages are also used in analytical
geochemistry where a signal is measured several times
and then an average of the measurements taken.
Rock (1987, 1988) has drawn attention to the way in

which geochemists calculate average values and has
shown that the methods most frequently used are inad-
equate. The most commonly used summary statistic is
the arithmetic mean, with the standard deviation some-
times quoted as a measure of the spread of the data. The
geometric mean, the median, the mode, and variance are
less frequently used. These terms are defined in Box 2.1.
However, when averaging geochemical data the arith-

metic mean is an inappropriate choice for three reasons.
First, it assumes that the sample population is either
normally or log-normally distributed (Figure 2.1a, b).
For many geological datasets this is not the case, nor is
there any a priori reason why it should be so. Therefore,
the normality of geochemical data should never be
assumed. Second, many geochemical datasets contain
outliers that can cause extreme distortion to an arithmetic
mean if not recognised and excluded. Furthermore, as
argued by Woronow (1990) and Woronow and Love
(1990), the arithmetic mean of compositional data has
no interpretative value. Similar problems can occur with
estimates of the standard deviation and with the geomet-
ric mean. Rock (1988) emphasised that in the statistical
literature, of the various methods used to assess average
values, the ‘mean and standard deviation consistently
performed the worst’. For this reason the median is a
more robust measure of the average (Figure 2.1b) and is
to be preferred. Rock (1988) also showed that the calcu-
lation of several robust estimates can identify outliers in
the dataset from the inconsistencies that arise from
between the calculated values.

2.3.3 Probability Functions and Kernel
Density Estimates

Probability functions address either continuousor discrete
random variables in a dataset and provide a means of
assessing the likelihood of a certain random variable
assuming a certain value. The probability density
function (PDF) is for continuous randomvariables,where
the area under the probability density curve or trace
indicates the interval in which a variable will fall within
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the context of a set of continuous random variables. The
probability density function can also be expressed as a
cumulative probability or cumulative distribution (see
Section 2.3.4). The p function is for discrete random
variables and represents the relative probability of a
(random) variable having a particular value; in this case
the probability is measured at a single point.
The Kernel density estimate (KDE) is an approxima-

tion of the density function and its main advantage is
that it is a continuous function that does not require
binning. The KDE is calculated from the data using a
specified bandwidth combined with a weighting (kernel)
function. The KDE is a smoothed and continuous curve
that is sensitive to bandwidth and the kernel function
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Figure 2.1 Histograms, density functions, and
probabilities. (a) The density function (blue line) is

Figure 2.1 (cont.) defined by the observations shown in
the histogram; the area under the curve is equal to
100%. The blue shaded region represents 50% of the
density function. The mode, median and mean are
identical for symmetrical normally distributed
datasets, where the mode is the most frequent number;
the median is the middle number in the data list, and
the mean is the average of all numbers. (b) The mode,
median and mean are different for asymmetrical, non-
normally distributed data. (c) Histogram, probability
density curves (PDCs) and kernel density estimate
(KDE) for Permian sandstones from the New Siberian
Islands of Russia (from Pease et al., 2015; with
permission from the Geological Society of London).
The histogram of detrital zircon U-Pb ages (light blue
rectangles; bin sizes ¼ 15 Ma, maximum 2σ from
dating method) and the PDCs for these data (blue
line). The KDE for the same data is shown by the
solid grey line and should mimic the histogram. The
PDC of Permian sandstone from Taimyr (grey dotted
line; data from Zhang et al., 2013) shows a strong
similarity to that of the New Siberian Island data.
(d) The cumulative probability function sums each
of the observations in all bins up to the value of the
bin specified. If the histogram has a normal
distribution, the cumulative probability function will
have a typical symmetrical, sigmoidal shape (blue
line). On this plot the probability of obtaining a value
of �X is 0.1 (or 10%) and the probability for
obtaining a value �X2 is 70%. (e) Cumulative
probability curves (CPCs) for samples from different
Caledonian Nappes showing similarity of samples (F-
1 and F-3) within the Gaisa Nappe (after Zhang et al.,
2016, with permission from Elsevier). Note the two
datasets were generated at the same analytical facility
using the same methods and have similar
analytical errors.
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used (Gaussian, uniform or triangular). KDEs are well
suited to comparing the data distribution of multiple
samples because multiple KDEs are easily plotted on a
single diagram. The KDE can be calculated in Excel
using the NumXL add-in and most statistical software
packages. Java-based freeware for plotting KDEs is also
available (Vermeesch, 2012).

Probability functions and KDEs are commonly used
in the presentation of detrital zircon U-Pb age data in
sediment provenance analysis. Such data may be
displayed as probability density curves (PDCs)
(Figure 2.1c). PDCs are similar to PDFs, but they are
not equivalent (see the discussion in Vermeesch, 2018a).
PDCs represent the sum of a number ofGaussian distri-
butions (one for each datum)whosemeans and standard
deviations correspond to the individual ages and their
analytical uncertainties. Consequently, a PDC graph
favours precise data (sharp peaks) over imprecise data
(smooth lows) as illustrated in Figure 2.1c.

Pease et al. (2015) compared PDC patterns of
Permian sandstones from the New Siberian Islands
and Taimyr, Arctic Russia, and used their similarity to
suggest that both samples represented part of the same
foreland basin of the Uralian Orogen in Arctic Russia
(Figure 2.1c). The PDC and KDE for the New Siberian
Island sample are similar and mimic the histogram of
the detrital zircon U-Pb age data. We recommend that
PDCs or KDEs are displayed with a histogram of the
data as this validates the data handling and allows any
irregularities in the dataset to be identified. However, it
should be noted that PDCs lack a firm theoretical basis
and that large or highly precise datasets can produce
counter-intuitive results (Vermeesch, 2012).

2.3.4 Cumulative Distribution Function

The probability density function (PDF) can also be
expressed as a cumulative probability or cumulative
distribution (Figure 2.1d). This makes it possible to
determine the probability of a particular value occur-
ring within a population. The cumulative distribution
function (CDF) represents the probability that a
random variable will have a value less than or equal
to another value and can be used as a measure of the
cumulation of probability up to a given value. It is
useful, for example, to quantify the percentage of
samples plotting above or below a certain value. In
addition, multiple datasets can be combined on a
single graph to allow a visual assessment of sample
similarity. This method is commonly applied in

sediment provenance analysis and was used by
Zhang et al. (2016) to distinguish between different
Caledonian Nappe complexes (Figure 2.1e).

2.3.5 Chi-Square (χ2) ‘Goodness of Fit’ Test

The Pearson’s chi-square test assesses the ‘goodness of
fit’ between a theoretical distribution (such as normal,
binomial or Poisson) and the empirical data distribu-
tion. It can be applied to any univariate dataset for
which the cumulative distribution function (Section
2.3.4) can be calculated. The chi-square test is applied
to data separated into intervals, or ‘binned’. For non-
binned data it is necessary first to calculate a histogram
or frequency table before performing the chi-square
test. In its simplified form the equation for χ2 is:

χ2 ¼
P

O� Eð Þ2
E

(2.1)

where χ2 ¼ chi-squared, O ¼ the observed value, and
E ¼ the expected value. The χ2 test assumes that the
data are a random sampling of binned data and it is
sensitive to sample size. If the number of points in the
bin interval is too small (<5) or the total number of
observations is too small (<10), spurious results can
be obtained (Koehler and Larnz, 1980).
χ2 tests the null hypothesis against the alternative

hypothesis with respect to an associated degree of free-
dom at some level of significance or probability
(Table 2.1). The null hypothesis (H0) typically assumes
that there is no significant difference between the
observed and expected values (the alternative hypoth-
esis would then be that there is a significant difference
between the observed and expected values). The prob-
ability that H0 holds true may be estimated for different
levels of significance, usually at the 5% (0.05) level or
the 1% (0.01) level. Alternatively, these values may be
expressed as confidence limits, in this case 95% or 99%,
respectively. The probability values in Table 2.1 repre-
sent the minimum values needed to reject H0. When χ2

is greater than the table value, H0 is rejected; when χ2 is
less than the table value, H0 is accepted; small values
for χ2 generally lead to acceptance of H0. The Pearson
chi-square test is a standard function available in Excel
and most statistical packages.

2.4 Correlation

One of the most important tasks for the geochemist
using geochemical data is to determine whether or not
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there are associations between the oxides or elements.
For example, in the list of analyses of tonalitic and
trondhjemitic gneisses in Table 2.2, do the oxides CaO
and Al2O3 vary together? Is there a linear relationship
between K2O and Na2O? This type of question is
traditionally answered using the statistical technique
of correlation.

2.4.1 The Pearson Linear Correlation
Coefficient (r)

Correlation may be defined as a measure of the
strength of association between two variables meas-
ured on a number of individuals and is quantified
using the Pearson product-moment coefficient of
linear correlation, usually known as the correlation
coefficient (r). Thus, the calculation of the correlation
coefficient between CaO and Al2O3 or K2O and
Na2O can provide an answer to the questions asked
above. When, as is normal in geochemistry, only a
sample of the total population is measured, the

sample correlation coefficient (r) is calculated using
the expression:

r ¼ covariance x, yð Þ=√ variance xð Þ∗variance yð Þ½ �
(2.2)

where there are n values of variable x (x1 . . . xn) and of
variable y (y1 . . . yn).

2.4.1.1 The Significance of the Correlation
Coefficient

The sample correlation coefficient (r) is an estimate of
the population correlation coefficient (ρ), the correl-
ation that exists in the total population of which only
a sample has been measured. It is important to know
whether a calculated value for r represents a statistic-
ally significant relationship between x and y. That is,
does the relationship observed in the sample hold for
the population? The probability that this is the case is
made with reference to a table of r values (Table 2.3).
For a given number of degrees of freedom (the
number of samples minus the number of variables,
which in the case of a bivariate plot¼ 2), r is tabulated
for different significance levels. These r values repre-
sent the minimum value needed to reject the null
hypothesis (H0). In this case, the null hypothesis is that
the correlation coefficient of the population is zero
(ρ ¼ 0) at the specified level of significance.

H0 : ρ ¼ 0 null hypothesis
H1 : ρ ≠ 0, or two-sided hypothesis
H1 : ρ > 0 or ρ < 0 one-sided hypothesis

Two sets of tables are provided to account for both
positive and negative r values. A one-sided test is used
when the alternative hypothesis (H1) is either ρ > 0 or
ρ < 0 (the region of rejection lies in a single direction).
The two-sided test is used when the alternative hypoth-
esis is ρ 6¼ 0 (the region of rejection occurs in two
directions). For example, the dataset in Table 2.2 con-
tains 31 samples and the calculated correlation
coefficient between CaO and Al2O3 is r ¼ 0.568
(Table 2.4a). The tabulated values for r (assume a
one-sided test) shows that at the 5% significance level
and 29 degrees of freedom (n � 2), the tabulated value
for r ¼ 0.301 (Table 2.3a). Since the calculated value
(0.568) is greater than the tabulated value (0.301), the
correlation coefficient in the sample is statistically sig-
nificant at the 5% level. That is, there is 95% chance
that the relationship observed in the sample also
applies to the population. Hence, the null hypothesis
that ρ ¼ 0 is rejected.

Table 2.1 Significance, chi-square testa, b

DF

Probability of a larger value of χ2

0.99 0.95 0.90

1 0.00 0.004 0.016
2 0.020 0.011 0.211
3 0.115 0.352 0.584
4 0.297 0.711 1.064
5 0.554 1.145 1.61
6 0.872 1.635 2.204
7 1.239 2.167 2.833
8 1.647 2.733 3.49
9 2.088 3.325 4.168
10 2.558 3.940 4.865
11 3.053 4.575 5.578
12 3.571 5.226 6.304
13 4.107 5.892 7.042
14 4.66 6.571 7.79
15 5.229 7.261 8.547
16 5.812 7.962 9.312
17 6.408 8.672 10.085
18 7.015 9.39 10.865
19 7.633 10.117 11.651
20 8.26 10.815 12.443

aValues for χ2 above which it is considered statistically significant
(at the 1%, 5% or 10% level) for the specified degrees of
freedom (DF).
bData modified from NIST/SEMATECH e-Handbook of Statistical
Methods, https://doi.org/10.18434/M32189.
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Table 2.2 Major element data for tonalitic and trondhjemitic gneisses from the north marginal zone, Limpopo belt, Zimbabwea

Rock No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

SiO2 61.50 62.15 62.58 62.59 62.82 63.19 63.62 63.71 66.67 67.18 67.31 67.63 67.68 67.89 68.00 68.55
TiO2 0.61 0.75 0.56 0.58 0.61 0.82 0.61 0.66 0.72 0.77 0.31 0.47 0.41 0.37 0.78 0.47
Al2O3 15.88 18.35 18.10 16.02 17.46 16.66 16.87 15.81 15.41 16.08 18.37 15.47 14.72 15.72 11.70 16.20
Fe2O3 7.96 4.69 5.34 6.64 5.96 6.16 5.22 5.53 5.61 4.87 2.77 4.44 3.99 2.45 7.50 3.73
MnO 0.15 0.05 0.09 0.12 0.08 0.10 0.08 0.07 0.09 0.07 0.03 0.08 0.07 0.03 0.10 0.03
MgO 3.60 1.61 1.71 2.56 2.36 1.98 1.82 2.49 1.32 1.24 0.93 1.60 1.16 0.64 1.94 1.13
CaO 4.96 4.01 4.38 5.50 5.70 5.21 4.24 5.01 4.79 3.99 4.23 4.38 4.51 2.66 5.33 4.24
Na2O 4.42 5.57 6.01 4.79 4.19 4.77 4.94 3.32 4.03 4.73 5.75 4.22 4.01 4.86 3.43 4.47
K2O 0.82 1.89 1.30 1.22 0.87 1.28 1.70 1.99 1.05 1.44 1.21 1.02 1.06 3.18 0.54 1.31
P2O5 0.28 0.19 0.20 0.15 0.22 0.27 0.17 0.19 0.17 0.30 0.10 0.09 0.09 0.10 0.16 0.13
SUM 100.18 99.26 100.27 100.17 100.27 100.44 99.27 98.78 99.86 100.67 101.01 99.40 97.70 97.90 99.48 100.26

Rock No. 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

SiO2 70.05 70.13 70.91 71.11 71.34 71.47 71.87 72.81 73.68 74.08 74.25 75.62 75.45 77.88 78.44
TiO2 0.32 0.34 0.39 0.28 0.26 0.25 0.37 0.39 0.33 0.15 0.18 0.13 0.12 0.19 0.14
Al2O3 15.93 15.49 15.11 16.83 15.68 14.82 15.48 14.15 14.33 14.63 13.96 13.32 13.80 11.04 11.04
Fe2O3 2.88 3.52 3.88 1.92 2.64 3.04 2.42 3.16 2.28 1.49 1.53 1.95 1.40 3.08 3.14
MnO 0.03 0.05 0.09 0.00 0.05 0.04 0.02 0.06 0.02 0.04 0.03 0.05 0.04 0.04 0.05
MgO 0.82 1.36 0.92 0.35 0.68 0.63 0.45 0.68 0.83 0.39 0.32 0.20 0.06 0.01 0.01
CaO 3.11 3.49 3.52 2.94 3.51 3.22 3.26 3.41 2.87 2.38 2.17 1.39 1.09 1.36 1.04
Na2O 5.06 4.65 4.80 5.69 4.77 5.16 5.00 3.90 4.57 4.50 4.15 4.23 4.76 4.78 4.71
K2O 1.95 1.42 1.39 1.60 1.46 1.04 1.32 1.75 2.83 2.97 2.76 2.98 3.25 1.23 1.75
P2O5 0.12 0.12 0.15 0.03 0.11 0.04 0.14 0.10 0.07 0.06 0.05 0.04 0.04 0.01 0.07
SUM 100.27 100.57 101.16 100.75 100.50 99.71 100.33 100.41 101.81 100.69 99.40 99.91 100.01 99.62 100.39

aData from Berger and Rollinson (1997).
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2.4.1.2 Assumptions Associated
with the Correlation Coefficient

The Pearson product-moment coefficient of linear
correlation is based upon the following assumptions:

1. The units of measurement are equidistant for
both variables.

2. There is a linear relationship between the
variables.

3. Both variables should be normally or nearly
normally distributed.

The Pearson correlation coefficient is vulnerable to
data outliers of any kind, high and low, as well as

deviations from the main trend of the data array.
Assumption (iii) is regarded as an important pre-
requisite for linear correlation. However, this is not
always evaluated; it is the variation of y from the
estimated value of y for each value of x that must be
normally distributed and rarely is the sample popu-
lation large enough for this criterion to be satisfac-
torily tested. This means that the use of Pearson’s
method requires a careful study of the univariate
distribution of each of the variables before determin-
ation of r. In addition, it is useful to routinely investi-
gate a log-transformation of the data (Section 2.7)
before calculating r.

Table 2.3 Significance, correlation coefficient (r)

(a) Pearsona Two-sided One-sided test (b) Spearmanb One-sided test

DF 5% 1% 5% 1% n 10% 1% 0.1%

1 0.997 0.999 0.988 0.999 4 1.000
2 0.950 0.990 0.900 0.980 5 0.800 1.000
3 0.878 0.959 0.805 0.934 6 0.657 0.943
4 0.811 0.917 0.729 0.882 7 0.571 0.893 1.000
5 0.754 0.875 0.669 0.833 8 0.524 0.833 0.952
6 0.707 0.834 0.621 0.789 9 0.483 0.783 0.917
7 0.666 0.798 0.582 0.750 10 0.455 0.745 0.879
8 0.632 0.765 0.549 0.715 12 0.406 0.687 0.818
9 0.602 0.735 0.521 0.685 14 0.367 0.626 0.771
10 0.576 0.708 0.497 0.658 16 0.341 0.582 0.729
12 0.532 0.661 0.457 0.612 18 0.317 0.550 0.695
14 0.497 0.623 0.426 0.574 20 0.299 0.520 0.662
16 0.468 0.590 0.400 0.543 25 0.265 0.466 0.598
18 0.444 0.561 0.378 0.516 30 0.240 0.425 0.549
20 0.423 0.537 0.360 0.492 35 0.222 0.394 0.510
25 0.381 0.487 0.323 0.445 40 0.207 0.368 0.479
30 0.349 0.449 0.296 0.409 45 0.194 0.347 0.453
35 0.325 0.418 0.275 0.381 50 0.184 0.329 0.430
40 0.304 0.393 0.257 0.358 60 0.168 0.300 0.394
50 0.273 0.354 0.231 0.322 70 0.155 0.278 0.365
60 0.250 0.325 0.211 0.295 80 0.145 0.260 0.342
70 0.232 0.302 0.195 0.274 90 0.136 0.245 0.323
80 0.217 0.283 0.183 0.257 100 0.129 0.233 0.307
90 0.205 0.267 0.173 0.242 n 20% 2% 0.2%
100 0.195 0.254 0.164 0.230 Two-sided test
150 0.159 0.208 0.134 0.189
200 0.138 0.181 0.116 0.164
300 0.113 0.148 0.095 0.134
400 0.098 0.128 0.082 0.116
500 0.088 0.115 0.074 0.104

aValues for the correlation coefficient (r) above which it is considered statistically significant (at the 1% or 5% level) for a given
number of degrees of freedom (DF). Data from Sachs (1984).
bSignificance values for sample size n, at the 10%, 1% and 0.1% significance levels (one-sided test) and the 20%, 2% and 0.2%
significance levels (two-sided test). Data from Sachs (1984).
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A robust linear correlation in which data points far
from the main body of data are down-weighted can be
used to account for outliers. Nevertheless, when testing
for the significance of r, the data should be normally
distributed. In rank systems (Section 2.4.2) the ranking
mitigates against outliers so data transformation is not
needed. Otherwise a log-transformation of the data
(Section 2.7) may be warranted.

2.4.2 Rank Correlation Coefficients

Sometimes geochemical data cannot be used in product
moment correlation of the type described above as they
do not fulfil the requisite conditions of being normally
distributed and excluding outliers. Under such circum-
stances, an alternative to the Pearson product-moment
coefficient of linear correlation is the non-parametric
rank correlation coefficient. Both the Spearman and
Kendall rank correlation coefficients can be used to
determine the strength of the relationship between
two variables. In most situations, the interpretations
of the Kendall’s tau and Spearman’s rank correlation

coefficients are similar and lead to the same inferences,
although the Spearman coefficient is more widely used.
Both methods can be performed in Excel.

2.4.2.1 Spearman Rank Correlation

The Spearman rank coefficient of correlation is usually
designated rs. This type of correlation is applicable to
major or trace element data measured on a ranking
scale rather than the equidistant scale used in Pearson’s
product-moment correlation. The Spearman rank cor-
relation coefficient is defined as:

rs ¼ 1� 6
X

D2=n n2 � 1
� �h i

(2.3)

where D is the difference in ranking between the x-
values and y-values and n is the number of pairs. In
this case the only assumptions are that x and y are
continuous random variables, which are at least ranked
and are independent paired observations. If the rank
orders are the same, then D ¼ 0 and rs ¼ þ1.0. If the
rank orders are the reverse of each other, rs¼�1.0. The
significance of rs can be assessed using significance

Table 2.4 Correlation matrices for the Limpopo Belt analyses (for data from Table 2.2)

(a) Pearson product-moment coefficient of correlation

SiO2 TiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O P2O5

SiO2 1.0000
TiO2 �0.8394 1.0000
Al2O3 �0.7468 0.4438 1.0000
Fe2O3 �0.7840 0.8593 0.2267 1.0000
MnO �0.6233 0.6410 0.0915 0.8798 1.0000
MgO �0.8837 0.7838 0.4543 0.9041 0.8021 1.0000
CaO �0.8862 0.8437 0.5680 0.8225 0.6415 0.8617 1.0000
Na2O �0.0690 �0.1688 0.4938 �0.2563 �0.3027 �0.2165 �0.1805 1.0000
K2O 0.4580 �0.5244 �0.1708 �0.6742 �0.5094 �0.5140 �0.6727 0.0173 1.0000
P2O5 �0.7919 0.8639 0.5049 0.7858 0.6756 0.7790 0.7309 �0.0588 �0.4404 1.0000

(b) Spearman rank coefficient of correlation

SiO2 TiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O P2O5

SiO2 1.0000
TiO2 �0.8405 1.0000
Al2O3 �0.7801 0.5131 1.0000
Fe2O3 �0.7964 0.8750 0.3700 1.0000
MnO �0.6082 0.6609 0.1170 0.8586 1.0000
MgO �0.9074 0.8731 0.5818 0.8810 0.7221 1.0000
CaO �0.8558 0.8592 0.5336 0.8768 0.7228 0.9326 1.0000
Na2O �0.0958 �0.1798 0.4866 �0.2289 �0.3114 �0.1697 �0.2297 1.0000
K2O 0.4704 �0.4789 �0.1977 �0.6624 �0.5273 �0.5205 �0.6851 0.0889 1.0000
P2O5 �0.8260 0.8746 0.6046 0.8048 0.6457 0.8333 0.7702 �0.0450 �0.3561 1.0000
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tables for the Spearman rank coefficient of correlation
(Table 2.3b) in a similar way to that described for
product-moment correlation in Section 2.4.1. The
Spearman rank coefficients of correlation for the major
element data from the Limpopo Belt are shown in
Table 2.3b. In this instance, the values do not differ
greatly from the Pearson product moment coefficient of
correlation. The particular advantages of the Spearman
rank correlation coefficient are that they are applicable
to ranked data and are superior to the product-moment
correlation coefficient when applied to populations that
are not normally distributed and/or include outliers.
A further advantage is that the Spearman rank correl-
ation coefficient (rS) is quickly and easily calculated and
can be used as an approximation for the product-
moment correlation coefficient (r).

2.4.2.2 Kendall Rank Correlation

The Kendall rank correlation coefficient (Greek letter
τ, tau) is another measure of rank correlation that is
used to assess the similarity of the orderings of data
when ranked by two respective variables. When þ1,
the agreement between the two rankings is perfect and
the two rankings are the same; if 0, the rankings are
completely independent; if �1, the disagreement
between the two rankings is perfect and one ranking
is the reverse of the other. The general formula for
Kendall’s correlation is:

τ ¼ nc � nd
n n� 1ð Þ=2 (2.4)

where nc is the number of concordant pairs, nd is the
number of discordant pairs in a ranking of two vari-
ables, and n is the number of ranked variables.
Kendall’s correlation coefficient is generally smaller
than Spearman’s, is less sensitive to the size of the
deviation between the rank ordered pairs than
Spearman’s, has better statistical properties (the sample
estimate is close to the population variance so confi-
dence levels are more reliable) and is better for small
sample sizes (≲12). Significance levels associated with
the Kendall rank coefficient of correlation for small
datasets are calculated individually. Larger datasets
tend to converge on a normal distribution and signifi-
cance can be determined using the z-value:

z ¼ 3∗τ√n n� 1ð Þ
√2 2nþ 5ð Þ (2.5)

where n is the number of ranked variables. The critical
significance table for Kendall’s tau is given in Table 2.5.

2.4.3 The Strength of a Correlation

The correlation coefficient, r, estimates the strength
and direction of a linear relationship between x and y.
The reliability of the linear model, however, is also a
function of the number of observed data points in the
population such that the sample size (n) and r must be
considered together. As shown in Section 2.4.1.1,
when the calculated significance is greater than the
critical value for the number of samples in the dataset
(for bivariate data, n � 2), the correlation coefficient
of the dataset is statistically significant. There is no
single cut-off that defines a ‘strong’ linear correlation
but values of r � 0.7 and τ � 0.5 are generally taken to
indicate good to strong correlations. In geochemistry
the significance of a correlation is usually assigned at
the 5% level (or 95% confidence level). The coefficient
of determination (R2) is the square of r. The usefulness
of R2 is that there is no distinction between positive
and negative values (as with r) and it ranges in value
from 0 to 1.0. It is therefore important to specify the
significance or confidence level and n for all values of r
or R2 reported.

2.4.4 Correlation and Non-homogeneous
Data

Some statistical tests require or assume a homoge-
neous sample distribution and applying such a test to
a non-homogeneous dataset can yield false correl-
ations. For example, consider a dataset of nine bas-
altic andesites and nine andesites (Figure 2.2). When
combined in a bivariate plot the two compositional
groups are strongly correlated (r ¼ 0.922), well above
the 5% significance limit in Table 2.3a. However,
when assessed independently the basaltic andesites are
not significantly correlated with each other (r ¼ 0.458,
below the 5%significance limit inTable 2.3a). In this case,
the apparent correlation between the basaltic andesites
and the andesites may reflect the incorrect combin-
ation of two distinct sub-populations into a single
non-homogeneous group. Understanding the geo-
logical field relationships is critical therefore to iden-
tifying the correct statistical treatment of data.
Another consideration concerns outliers (Section

2.2.2.4). For normally distributed data, outliers can
be defined by the ‘3σ rule’: the deviation from the
mean by more than three times the standard deviation.
This means that only one in 370 samples should deviate
from the mean. Deletion of outlier data is controversial
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especially in small datasets or those in which a normal
distribution cannot be assumed. Rejection of outliers is
more acceptable when associated with instrument
measurements and the distribution of measurement
error is known. In the case of measurement error,
outliers should either be discarded or a form of statis-
tics used that is robust to outliers such as the ranked
coefficient of correlation. In any case the exclusion of
any data point(s) should be explicitly reported. Where
a distribution is skewed, a non-Gaussian distribution is
implied, and statistical tests suited for non-normal dis
tributions should be applied.

2.4.5 Correlation Matrices

Frequently, a geochemical dataset will have as many
as 30 variables. This means that there are 435 possible
bivariate diagrams (Section 3.3.2) for a single dataset.
While simple bivariate plots provide information

about the data, its structure and interrelationships,
making more than 400 plots is not an efficient way
to proceed. As an initial step, the creation of a correl-
ation matrix allows significant correlations to be
quickly and easily identified. This may be a prelude
to making selected bivariate plots or to applying more
sophisticated statistical analyses. A correlation matrix
requires determining a correlation coefficient between
variable pairs and presenting the results as a matrix as
in Table 2.4. Rahimi et al. (2016) used a correlation
matrix to identify correlated rare earth elements in
their investigation of the Lakehsiya ore deposit and
from the observed correlations were able to identify
those accessory minerals which were the host to the
REE identified. It should be noted, however, that (1)
extreme outliers can perturb a correlation matrix;
therefore, decisions regarding the handling of outliers
are required before creating the matrix, and that (2)
although the correlation matrix is useful and

Table 2.5 Significance, Kendall’s rank correlation coefficientsa

Nominal significance Nominal significance

n 0.10 0.05 0.025 0.01 0.005 0.001 n 0.10 0.05 0.025 0.01 0.005 0.001

4 1.000 1.000 – – – – 30 0.172 0.218 0.255 0.301 0.333 0.393
5 0.800 0.800 1.000 1.000 – – 31 0.166 0.213 0.252 0.295 0.325 0.389
6 0.600 0.733 0.867 0.867 1.000 – 32 0.165 0.210 0.246 0.290 0.323 0.379
7 0.524 0.619 0.714 0.810 0.905 1.000 33 0.163 0.205 0.242 0.288 0.314 0.375
8 0.429 0.571 0.643 0.714 0.786 0.857 34 0.159 0.201 0.237 0.280 0.312 0.369
9 0.389 0.500 0.556 0.667 0.722 0.833 35 0.156 0.197 0.234 0.277 0.304 0.361

10 0.378 0.467 0.511 0.600 0.644 0.778 36 0.152 0.194 0.232 0.273 0.302 0.359
11 0.345 0.418 0.491 0.564 0.600 0.709 37 0.150 0.192 0.228 0.267 0.297 0.351
12 0.303 0.394 0.455 0.545 0.576 0.667 38 0.149 0.189 0.223 0.263 0.292 0.346
13 0.308 0.359 0.436 0.513 0.564 0.641 39 0.147 0.188 0.220 0.260 0.287 0.341
14 0.275 0.363 0.407 0.473 0.516 0.604 40 0.141 0.185 0.218 0.256 0.285 0.338
15 0.276 0.333 0.390 0.467 0.505 0.581 41 0.141 0.180 0.215 0.254 0.280 0.334
16 0.250 0.317 0.383 0.433 0.483 0.567 42 0.138 0.178 0.213 0.250 0.275 0.329
17 0.250 0.309 0.368 0.426 0.471 0.544 43 0.138 0.176 0.209 0.247 0.274 0.324
18 0.242 0.294 0.346 0.412 0.451 0.529 44 0.137 0.173 0.207 0.243 0.268 0.321
19 0.228 0.287 0.333 0.392 0.439 0.509 45 0.135 0.172 0.204 0.240 0.267 0.317
20 0.221 0.274 0.326 0.379 0.421 0.495 46 0.132 0.169 0.202 0.239 0.264 0.314
21 0.210 0.267 0.314 0.371 0.410 0.486 47 0.132 0.167 0.199 0.236 0.260 0.310
22 0.203 0.264 0.307 0.359 0.394 0.472 48 0.129 0.167 0.197 0.232 0.257 0.307
23 0.202 0.257 0.296 0.352 0.391 0.455 49 0.129 0.163 0.196 0.230 0.253 0.303
24 0.196 0.246 0.290 0.341 0.377 0.449 50 0.127 0.162 0.192 0.228 0.251 0.300
25 0.193 0.240 0.287 0.333 0.367 0.440 51 0.126 0.161 0.191 0.225 0.249 0.297
26 0.188 0.237 0.280 0.329 0.360 0.428 52 0.124 0.158 0.189 0.223 0.246 0.294
27 0.179 0.231 0.271 0.322 0.356 0.419 53 0.123 0.157 0.187 0.221 0.244 0.290
28 0.180 0.228 0.265 0.312 0.344 0.413 54 0.122 0.156 0.185 0.219 0.241 0.287
29 0.172 0.222 0.261 0.310 0.340 0.404 55 0.121 0.154 0.182 0.216 0.239 0.285

aSignificance levels at critical value as close as possible but not exceeding the nominal significance. Modified from P. Lee, University of
York, www.york.ac.uk/depts/maths/tables/kendall.pdf.
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correlation coefficients are convenient statistical
descriptors, caution is needed in their application to
geochemical data because of their unusual ‘closed’
nature (see Section 2.2).

2.5 Regression Analysis

Often in geochemistry the strength of an association,
as defined by the correlation coefficient, is sufficient
information from which petrological conclusions may
be drawn. Sometimes, however, it is useful to quantify
that association. This is traditionally done using
regression analysis. For example, regarding the asso-
ciation between CaO and Al2O3 in the tonalites and
trondhjemites of Table 2.2 the question ‘If the CaO
concentration were 3.5 wt.%, what would be the con-
centration of Al2O3?’ can be answered with a linear
regression of the two variables CaO and Al2O3. The
quantification of this association is carried out by
fitting a straight line through the data and finding
the equation of its line. The equation for a straight
line relating variables x and y is:

y ¼ aþ bx (2.6)

The constant a is the value of y given by the straight
line at x¼ 0. The constant b is the slope of the line and
shows the number of units in y (increase or decrease)
that accompanies an increase in one unit of x. The
constants a and b are determined by fitting the straight

line to the data. The relation above is ideal and does
not allow for any deviation from the line. In reality
this is not the case, for most observations have associ-
ated error(s) and the data may form a cloud of points
to which a straight line must be fitted. This introduces
some uncertainty into line-fitting procedures resulting
in a number of alternative approaches. Regression
analysis is the subject of a number of statistical texts;
see, for example, Bingham and Fry (2010) and
Montgomery et al. (2012). Below some of the more
common forms of regression are described.

2.5.1 Ordinary Least Squares
(OLS) Regression

Ordinary least squares (OLS) regression (also known as
simple regression) is one of the most commonly used
line-fitting techniques in geochemistry because it is
simple to use and included in most spreadsheet soft-
ware. It requires that the units for both variables are the
same and are normally distributed. However, it is often
inappropriate for geochemical data because there is the
further assumption that one variable is independent and
error-free. The least squares best-fit line is constructed
so that the sum of the squares of the vertical deviations
about the line is a minimum. In this case the variable x
is the independent (non-random) variable and is
assumed to be without error; y, on the other hand, is
the dependent (random) variable with associated errors.
In this case we say that y is regressed on x (Figure 2.3a).
It is possible to regress x on y and in this case the best fit
line minimises the sum of the squares of the horizontal
deviations about the line (Figure 2.3b). Thus, there are
two possible regression lines for the same data, a rather
unsatisfactory situation for physical scientists who
prefer a unique solution. The two lines intersect at the
mean of the sample (Figure 2.3c) and approach each
other as the value of the correlation coefficient (r)
increases until they coincide at r ¼ 1. In the case of
ordinary least squares regression (y is regressed on x),
the value of the intercept, a, may be computed from:

a ¼ y� bx (2.7)

where x and y are the mean values for variables x and
y, and b is the slope of the line computed from

b ¼ r Sy=Sx
� �

(2.8)

where r is the Pearson product-moment correlation
coefficient and Sx and Sy are the standard deviations
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Figure 2.2 False correlations in non-homogeneous
data. Nine basaltic andesites (squares) and nine
andesites (circles) yield a strong linear correlation (r ¼
0.922 at >5% significance), whereas the basaltic
andesites in the subgroup (r ¼ 0.458) are not
correlated at the 5% significance level.
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of the samples of x and y values. Linear confidence
intervals can be expressed in terms of standard devi-
ations (Montgomery et al., 2012). Thus, confidence
intervals on values of y for a number of values of x
may be used to draw a confidence band on the regres-
sion line. The confidence band will be wider at the
ends of the fitted line because there are more points
near the mean values.
Despite its wide use, OLS regression of geochemical

data has some disadvantages. First, OLS regression is
normally used in a predictive sense in which variable y
is estimated from variable x. In geochemistry, how-
ever, regression is more commonly used to confirm the
strength of association between variables and to cal-
culate the slope and intercept of the linear correlation.
Second, the OLS method yields two different lines,
neither of which necessarily represents the actual rela-
tion between the variables. Finally, and most import-
antly, OLS regression assumes that error is restricted
to the dependent variable. In geochemistry it is mean-
ingless to define one variable as the dependent vari-
able and the other as the independent variable since
both variables have associated errors.

2.5.2 Orthogonal Regression

Orthogonal (also known as bivariate, two-
dimensional Euclidean, or Deming) regression uses
an alternate approach and is useful if both variables
have the same units and their errors are similar. It
assumes that the errors for the two variables are inde-
pendent and are normally distributed. Instead of min-
imizing the vertical or horizontal distance, it
minimises the orthogonal distance from the observed
data points to the regression line (Figure 2.3d).

2.5.3 Reduced Major Axis Regression

Reduced major axis (RMA) (variously known as
standardised principal component, standardised
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Figure 2.3 Types of linear regression. (a) Ordinary
least squares regression of y on x; in this case the

Figure 2.3 (cont.) vertical distance between the point
and the line is minimised. (b) Ordinary least squares
regression of x on y; the horizontal distance between the
point and the line is minimised. (c) Both ordinary least
squares lines pass through the means (x̄, ȳ), the centroid
of the data. (d) Orthogonal regression which minimises
the orthogonal distance from the observed data points to
the regression line. (e) Reduced major axis regression;
the line is fitted to minimise the area of the
shaded triangles.
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major axis, geometric mean, ordinary least products,
diagonal, least areas line) regression is more appropri-
ate for geochemical data because it is designed to deal
with errors in both x and y as well as different units
(scale variance). It also assumes that the data have a
bivariate normal distribution, although it is more
robust than other forms of regression to non-normal
data distribution and non-random errors. Following
the method of Kermack and Haldane (1950) the sum
of the products of the vertical and horizontal distances
of the x, y values from the line is minimized; that is,
the areas of the triangles between points and the best
fit line are minimised (Figure 2.3e). The slope b of the
reduced major axis line is given by:

b ¼ 	 Sy=Sx
� �

(2.9)

where Sx and Sy are the standard deviations of sample
values x and y and the sign is taken from the correl-
ation coefficient. Unlike OLS and least normal
squares regression, the slope of the RMA line is inde-
pendent of the correlation coefficient r. The intercept
a is taken from Eq. 2.7. Standard errors can be calcu-
lated for the slope and intercept, and from these the
confidence intervals on the slope and intercept can be
calculated using n � 2 degrees of freedom (see
Ludbrook, 1997). An example of the different forms
of regression line is given in Figure 2.4 for the vari-
ables Fe2O3 and CaO from Table 2.2. This diagram
shows how both types of OLS regression (x on y and y
on x) and RMA regression are used to fit straight lines
to the data. The equations for each of the lines are
also given. As in Figure 2.4 the RMA regression line
usually lies between the two OLS lines. Tofallis (2015)
has recently extended RMA regression to handle
multiple variables.

2.5.4 Weighted Least Squares Regression

Weighted least squares (WLS) or weighted linear regres-
sion is an appropriate line-fitting method for those types
of geochemical data in which some data points are more
reliable than others. WLS regression assumes that the
errors between the variables are uncorrelated and that
the variance between the two variables differs. This is
known as heteroscedasticity; see Section 2.2.2.2.
In such cases each data point is weighted before line

fitting following the method of York (1966) and York
et al. (2004). Observations are inversely weighted pro-
portional to the error variance or the standard
deviation(s), this means that an observation with

small standard deviation has a large weight (more
influence) and an observation with large standard
deviation has a small weight (less influence). The
weighting often takes the form of 1/s2 and is given
relative to the weights of the other observations. If the
error variance or standard deviation is not known, an
OLS regression can be performed and the square of
the residual can be used to estimate s2.
The biggest limitations to WLS regression include

(1) estimated weighting and (2) outliers. Where the
weighting is estimated from a small number of repli-
cated observations this can have an adverse effect on
the result. Outliers (Section 2.2) need to be recognized
and dealt with appropriately, otherwise they may also
negatively impact WLS analysis.
An example of the WLS method is its application in

geochronology for the construction of isochrons
(York, 1967, 1969). In detail the different isotopic
methods require slightly different approaches. For
example, Brooks et al. (1972) showed that in Rb/Sr
geochronology the errors in the isotope ratios are
normally distributed and for 86Sr/87Sr ratios are less
than 1.0 (the usual situation in whole rock analysis)
and that the errors are not correlated. In Pb isotope
geochronology, however, the errors between the lead
isotope ratios are highly correlated and require a
slightly different approach (see York, 1969).
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Figure 2.4 Different linear regressions for the same
dataset (data from Table 2.2). The regression lines are:
ordinary least squares regression of x on y (x on y),
slope and intercept calculated from Eqs. 2.7 and 2.8;
reduced major axis (RMA), slope and intercept
calculated from Eqs. (2.9) and (2.7); ordinary least
squares regression of y on x (y on x), slope and
intercept calculated from Eqs. 2.7 and 2.8.
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2.5.5 Robust Regression

Robust linear regression is another weighted least-
squares line-fitting technique which minimises the
effect of a single data point such as an outlier from
exerting a disproportionate influence on the com-
puted value of the slope and intercept (Reimann
et al., 2008). This is important because conven-
tional OLS regression can be highly distorted by
one or two outlying values. Consequently, before
carrying out regression analysis the data should be
inspected for outliers. Although no data point
should be discarded simply because it is an outlier,
outlying observations should be examined to see if
they are in error (see Sections 2.3 and 2.4).
Inspection for outliers may be carried out visually
using a bivariate plot or a data analysis computer
program. Zhou (1987) gives an example of the use
of this technique in geochemical exploration where
outliers (often anomalies and in this particular case
the object of such an exercise) may hamper their
own identification by distorting the results of
statistical analysis.

2.5.6 Some Problems with Traditional
Approaches to Correlation and Regression

In the introduction to this section we enquired about
the association between pairs of elements in a geo-
chemical dataset and asked the question: To what
degree are the oxides CaO and Al2O3 associated in
the dataset represented in Table 2.2? A more disturb-
ing question and one that is not usually asked is: To
what extent is the association between CaO and Al2O3

is controlled by other associations in the dataset? For
example, does the fact that CaO correlates well with
SiO2 affect in any way its correlation with Al2O3?
Traditionally, geochemists have looked at the rela-
tionships between pairs of elements in isolation from
the other members of the dataset by plotting a large
number of bivariate diagrams or by constructing a
correlation matrix of the types described above. Yet
the nature of geochemical data is that they are multi-
variate, with many variables measured in multiple
samples. In other words, geochemists have tended to
use a bivariate approach to solve a multivariate prob-
lem. This is not to say that bivariate analysis of geo-
chemical data is useless and that parameters such as
the correlation coefficient should not be used as
sample descriptors. Nevertheless our purpose here is

to argue that there are more appropriate methodolo-
gies for multivariate analysis, many of which are
described in some detail for the petrologist by Le
Maitre (1982). Even so, the more fundamental prob-
lem of geochemical data – the constant sum problem –

is not resolved directly by the application of multivari-
ate techniques, and the statistical difficulties resulting
from this aspect of geochemical data are formidable,
as discussed in Section 2.2.2.1.

2.6 Ratio Correlation

One specialised application of correlation and
regression is in ratio correlation. The correlation of
ratios can lead the user into a great deal of trouble
and should normally be avoided. The exception is in
geochronology, as discussed in Section 2.6.3. The
dangers of ratio correlation in geochemistry have
been documented by Butler (1981, 1986) and
Rollinson and Roberts (1986) and are the subject
of a text by Chayes (1971). A summary of the argu-
ments is presented below.
Given a set of variables X1, X2, X3, . . . which show

no correlation, ratios formed from these pairs which
have parts in common such as X1/X2 versus X3/X2,
X1/X2 versus X1/X3, or X1 versus X1/X2 will be highly
correlated. This was first recognised by Pearson
(1896) in the context of simple anatomical measure-
ments and brought to the attention of geologists by
Chayes (1949). For the case where the X1/X2 is plot-
ted against X3/X2, Pearson (1896) showed that a first-
order approximation for the correlation coefficient r
is given by the expression:

r ¼ r13C1C3 � r12C1C2 � r23C2C3

þC2
2=√ C1

2 þ C2
2 � 2r12C1C2

� �
∗ C3

2 þ C2
2 � 2r23C3C2

� �
(2.10)

where r12 is the correlation coefficient between vari-
ables X1 and X2 and C3 is the coefficient of variation
(the standard deviation divided by the mean) of vari-
able X3, etc. This expression holds for small values of
C (< 0.3), when the relative variance of X2 is not
large, and when the absolute measurements are nor-
mally distributed. The more general form of this
equation for X1/X2 versus X3/X4 is given by Chayes
(1971, p. 11).
If the variables X1, X2, X3 are uncorrelated

(i.e., r12 ¼ r23 ¼ r13 ¼ 0) and the coefficients of
variation are all the same (i.e., C1 ¼ C2 ¼ C3), then

2.6 Ratio Correlation 37



the expression reduces to 0.5. Thus, even though the
variables X1, X2, X3 are uncorrelated, the correlation
coefficient between the ratios X1/X2 and X3/X2 is 0.5. In
the case where X1, X2 and X3 are uncorrelated, and C1

and C3 are equal and C2 is three times their value, then
the expression reduces to 0.9. These correlation coeffi-
cients are spurious correlations for they appear to indi-
cate a correlation between the original variables where
none exists. An example of the effects of ratio
correlation is given in Figure 2.5, which uses data from
a suite of meta-komatiites and meta-basalts from an
Archaean greenstone belt (Rollinson, 1999). A plot of
oxide wt.% data for CaO versus Fe as Fe2O3 shows
scattered uncorrelated data (R2 ¼ 0.0014, Figure 2.5a)
whereas a molar ratio plot of the same data using TiO2

as the ratioing or ‘conserved’ element shows a highly
correlated ‘trend’ (R2 ¼ 0.9661, Figure 2.5b).
Given these observations, Butler (1986) argued

that in the case of ratio correlation the assessment
of the strength of a linear association cannot be
tested in the usual way, against a probabiity of
zero. Rather, the null value must be the value
computed for the spurious correlation (i.e., r in
Eq. 2.8) and will therefore vary for every diagram
plotted. An even more complex null hypothesis
proposed by Nicholls (1988) is that the correlation
coefficient of the dataset is compared with that of a
set of random numbers with a similar range of
values, means and variances as the data under
investigation. This is not, however, a fruitful
approach (see Aitchison, 2005).

2.6.1 The Improper Use of Ratio
Correlation: Pearce Element Ratio
Diagrams

An example of the misuse of ratio correlation can be
seen in the molecular proportion diagrams of T.H.
Pearce, also known as ‘Pearce element ratio’ (PER)
diagrams. These diagrams require the plotting of ratios
of oxides recast as molar quantities (the wt.% oxide
divided by the formula weight) on an x–y graph. The
ratios have an element in common, which is termed the
conserved element, and which is usually a common
denominator (Pearce, 1968, 1970). Pearce diagrams
were originally developed to solve two particular prob-
lems: (1) to avoid the effects of closure inherent in
plotting percentages, discussed in Section 2.2.2.1, and
the conventional method of displaying major element
geochemical data and (2) to use the slope and intercept
of a best-fit line between the data points on a bivariate
oxide plot to provide a better way of discriminating
between rival petrological hypotheses and in particular
to discriminate between different models of crystal
fractionation (Pearce, 1968, 1970).
Pearce element ratios have enjoyed limited use in

petrology. There was some activity in the late 1980s
and early 1990s (e.g., Russell and Nicholls, 1988;
Stanley and Russell, 1989; Pearce and Stanley, 1991)
and a recent resurgence in interest some 20-plus years
later (see the review by Nicholls and Russell, 2016).
The most popular applications have been in identify-
ing the fractionating phase(s) in igneous suites and in
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Figure 2.5 Ratio correlation. (a) CaO wt.% versus Fe2O3 wt.% for meta-basalts and meta-komatiites from the
Sula Mountains greenstone belt, Sierra Leone (data from Rollinson, 1999). The data are uncorrelated as
indicated by the equation for a ‘best fit’ line through the data and the R2 value. (b) CaO/TiO2 versus Fe2O3/TiO2

as molar values using the same data as in (a). In this case the molar ratios are highly correlated as indicated by
the best fit line and the R2 value. This is an example of a spurious correlation resulting from the use of a
common denominator.
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identifying mobile elements in altered volcanic rocks,
particularly in altered basalts and komatiites. They
have also been used in petrogenetic studies to aid in
the identification of mantle phases influencing the
chemistry of partial melts, in identifying participating
phases in crystal fractionation and in investigating
mixing between crystals and melt. Pearce element
ratio diagrams have also been used in mineralogy to
identify atomic substitutions in mineral lattices.

Pearce element ratio diagrams should not be used
for the following three reasons:

1. Pearce element ratio diagrams are based upon the
correlation of ratios with a common denominator,
which as discussed above leads to statistically spuri-
ous correlations. In other words, the diagrams gen-
erate apparent correlations where none exist and
therefore the conclusions drawn from these dia-
grams are at least doubtful and at worst incorrect.
This flaw in the application of Pearce element ratio
diagrams was pointed out by Butler (1982, 1986)
and Rollinson and Roberts (1986) following the
earlier work of Chayes (1971). The problems arising
out of spurious correlations have been acknow-
ledged (see, e.g., Pearce and Stanley, 1991) and a
number of mitigating solutions have been proposed.
These include using two different conserved elem-
ents in the ratio process. While this circumvents the
common denominator problem, in practice it is
complex to apply (Pearce and Stanley, 1991). The
calculation of ‘non-intuitive’ numerators and/or
denominators as advocated by Nicholls and
Russell (2016) is both cumbersome and does not
avoid the problem of ratio correlation.

2. A particular claim for Pearce element ratio diagrams
is that the slope of a trend on a ratio plot is of
significance in discriminating between rival hypoth-
eses. For example, it is claimed that it is possible to
discriminate between olivine and orthopyroxene frac-
tionation in a basaltic magma from the slope of the
regression line on a ratio plot. In other words, the
slope is a function of the stoichiometry of the mass
transfer process and different slopes identify different
mass transfer processes. However, this argument too
is flawed, for regression lines drawn through the data
will have incorrect slopes because in the case of
ordinary least squares regression, the slope of the line
is directly related to the correlation coefficient
(Eq. 2.8), which in this case is spurious. Some authors
have sought to circumvent the problems of ratio

correlation by transforming their data into logarith-
mic form. Unfortunately, this approach does not
provide a solution, for the problems are preserved
even as log-ratios (see Kenney, 1982; Rollinson and
Roberts, 1986).

3. Pearce element diagrams require the identification of
a conserved element, essential in the construction of
the molar ratio plots. The conserved element is
defined as one which is excluded from the differenti-
ation process and remains sequestered in the melt
(Nicholls and Russell, 2016), and is otherwise
known as an incompatible element. In the case of
olivine fractionation in a basaltic melt, the conserved
element might be the oxide of Al since Al is not
structurally accommodated by olivine. Although
acceptable in principle, the identification of a con-
served element is applicable only to modelling the
simplest of geological processes such as olivine frac-
tionation in mafic and ultramafic rocks as in the
example of magnesian basalts from Hawai‘i cited
in Pearce and Stanley (1991). Even then, olivine is
usually joined on the liquidus by a spinel phase
which will contain Al. More advanced fractionation
of such rocks frequently involves the addition of a
pyroxene and or plagioclase by which stage there are
few conserved elements left to select, maybe P or K.
In felsic rocks it is even harder to identify a con-
served element given the fractionation of ferromag-
nesian phases and one or more feldspars.
Furthermore, the conserved elements identified even
in mafic rocks are almost always elements whose
concentration in the rock is low. Thus, there is
concern about the accuracy of the analysis, possible
element mobility, and the amplifying effect of small
numbers in the denominator (see Stanley, 1993).

In summary, there are several problems with the
statistical validity of major element oxide ratio plots.
In contrast to the ongoing advocacy that ‘Pearce elem-
ent ratios and diagrams faithfully depict the chemical
variations in geochemical datasets’ (Nicholls and
Russell, 2016), we note their limited use in the wider
the geochemical community since the early 1990s and
recommend that they no longer be used.

2.6.2 Application to Trace
Element Diagrams

A number of elemental plots of trace elements are
presented as ratio plots of the form X1/X2 versus
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X3/X2, X1 versus X1/X2 or X1 versus X2/X1 and all are
subject to the constraints of ratio correlation discussed
in Section 2.6.1. In some cases, the trace element dia-
grams are designed only for classification purposes, but
where linear trends are important for petrogenetic
interpretation, then the problem of spurious correlation
applies. In this case the trace element ratio plots should
be considered carefully and ideas tested on alternative
plots which are not based on ratios before any petro-
logical conclusions are drawn from the data.

2.6.3 Ratio Correlation in Isotope Geology

Ratios with a common denominator are the staple
diet of much of geochronology and isotope geology,
and the statistical validity of Rb-Sr isochron diagrams
was questioned by Chayes (1977) and was discussed
more fully by Butler (1982) and Dodson (1982). Butler
(1982) pointed out that in the case of Rb-Sr isochron
diagrams where the isotope ratio 87Sr/86Sr is plotted
against 87Rb/86Sr the presence of a common denomin-
ator (86Sr) ‘should raise the suspicion that some or all
of the observed variation on a scatter diagram may be
due to the effects of having formed ratios with a
common denominator’. Dodson (1982) responded to
this argument by showing that, unlike ratios formed
from major element oxide pairs, isotopic ratios such
as 87Sr/86Sr are never calculated from independent
measurements. Rather, they are a directly measured
property of the element under consideration, are unre-
lated to the amount sampled, and can only be altered
in a limited number of ways, the most important of
which is radioactive decay. Dodson proposed the null
hypothesis for isotope geochemistry that ‘variations in
the measured isotopic composition of an element are
unrelated to its concentration or to any other petro-
chemical property of the materials sampled’. He
showed that if the null hypothesis is true, then the
expected value of the ratio correlation coefficient is
zero and that isochron diagrams are not subject to the
common denominator effect.

2.7 Compositional Data Analysis

As previously noted, a severe problem with major
element geochemical data is the problem of closure
(Section 2.2.2.1). Over the past four decades this prob-
lem has been addressed at length by the geostatistical
community under the more general theme of compos-
itional data analysis and data transformation. A very

particular aspect of compositional data analysis is in
the use of bivariate plots, and this is discussed separ-
ately in Chapter 3 in Sections 3.3.2.1 and 3.3.2.2.

2.7.1 Aitchison’s Approach to Constrained
Compositional Data

The first major step forward in finding a solution to
the closure problem and its implications in geochem-
istry was in the work of John Aitchison, who
addressed the constant sum effect in a series of
detailed papers (Aitchison 1981, 1982, 1984, 1986,
2003). Subsequent developments led by research
groups in Girona and Florence are outlined in the
works of Pawlowsky-Glahn and Olea (2004) and
Buccianti et al. (2006). This field of statistical research
is still evolving, as summarised in recent reviews
(Buccianti and Grunsky, 2014; Pawlowsky-Glahn
and Egozcue, 2016; Buccianti et al., 2018).
Aitchison‘s fundamental premise was that ‘the

study of compositions is essentially concerned with
the relative magnitudes of the ingredients rather than
their absolute values’ (Aitchison, 1986, p. 65). This
frees percentage data from its restricted region (the
‘simplex’ in the terminology of Aitchison) to spread
more freely though sample space and transforms ‘con-
strained’ data to ‘unconstrained’ data. Consequently,
when formulating questions about associations
between variables in a geochemical dataset, our think-
ing should be based on ratios rather than percentages.
Aitchison’s method involves the construction of a log-
ratio covariance matrix which expresses compos-
itional data as the covariance of (natural) log-ratios
of the compositional variables (Aitchison, 1986,
2003). The calculation of log-ratios has the advantage
of freeing compositional data from their restricted
range and allowing them to vary between +/� infinity.
In his 1986 and 2003 texts Aitchison proves (for the

mathematically literate) that the covariance structure
of log-ratios is superior to the covariance structure of
a percentage array. The covariance structure of log-
ratios is free from the problems of negative bias and of
data sub-compositions which bedevil percentage data.
Aitchison (1986, 2003) proposed that three types of
matrix might be usefully constructed:

1. A variation matrix in which the log-ratio variance
is plotted for every variable ratioed to every other
variable. This matrix provides a measure of the
relative variation of every pair of variables and
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can be used in a descriptive sense to identify rela-
tionships within the data array and in a compara-
tive mode between data arrays.

2. An additive log-ratio covariance matrix in which
every variable is ratioed against a common denom-
inator. The choice of variable as the denominator
is immaterial because it is the structure of the
matrix that is important.

3. A centred log-ratio covariance matrix in which the
single denominator of the log-ratio covariance
matrix is replaced by the geometric mean of all
the components. This has the conceptual advan-
tage for the geochemist over the log-ratio covar-
iance form that no one element is singled out as
the denominator.

The additive log-ratio (ALR) and centred log-ratio
(CLR) data transformations are fairly common in
sedimentology, soil science and ore geology (see
Delbari et al., 2011; Ward et al., 2012; Sun et al.,
2014). Egozcue et al. (2003) presented cogent argu-
ments in favour of the isometric log-ratio (ILR)
transformation which has good mathematical and
geometric properties. ALR-transformed data allow
correlation coefficients to be calculated and other
multivariate statistical analyses to be performed for
all elements excluding the selected divisor element.
CLR-transformed data are singular so multivariate
statistics cannot be applied; on the other hand, no
variables are excluded in a CLR transformation
and so if a direct relationship between all of the
variables is needed, CLR may be preferred. ILR
overcomes the singularity issue of the CLR trans-
formation so covariance can be determined for all
variables, and by inverting the ILR-transformation,
the data can be transformed back to the original
data space.

The early formulations of Aitchison‘s work were
to transform compositional data from its restrictive
sample space (the ‘simplex’) into a more workable
(‘unconstrained’) sample space in which standard
statistical methods could be applied. More recently,
Aitchison and Egozcue (2005) have proposed that an
alternative approach is to work with compositional
data within the simplex and to investigate problems
within this space with its specific algebraic–geometric
structure. This staying-in-the-simplex approach
‘proposes to represent compositions by their co-
ordinates, as they live in a Euclidean space, and to
interpret them and their relationships from their

representation in the simplex’. This requires the
internal simplicial operation of perturbation and
the external operation of powering. Perturbation is
a differential scaling operator and is computed by
multiplying compositions component to component,
and afterwards dividing each component by the sum
of all of them to attain a unit sum. Powering, the
analogue of scalar multiplication in real space, con-
sists of raising each component to a constant and
then applying closure to the result (see Aitchison
and Egozcue, 2005). In current practice many
workers adopt a bilateral approach and attempt to
interpret compositional data from both the log-ratio
and the staying-in-the-simplex approach. It should
always be explicitly stated if parameters are deter-
mined from a transformed dataset and which trans-
formation has been used.

2.7.2 The Biplot

In the context of compositional data analysis, a biplot
is a means of displaying a data matrix graphically
(Gabriel, 1971). In geochemistry it is a means of dis-
playing a matrix of major element oxide data in which
the samples comprise the rows and the oxide variables
the columns. The purpose of the biplot is to show the
entire compositional variation of the dataset within a
single figure rather than the alternative, which is mul-
tiple plots of oxide pairs. An excellent text on the use
of biplots is Greenacre (2010).
In most applications the raw data matrix is trans-

formed to obtain a new matrix and this transformed
matrix is shown in the biplot. The most common
transformation is that of ‘centring of the data’ with
respect to column means (oxide variables) using the
centred log-ratio transformation. The matrix is then
transformed again using singular value decomposition
(Aitchison and Greenacre, 2002; Daunis-I-Estadella
et al., 2006).
The key components of a biplot applied to geo-

chemical data include:

• an origin, which is the centre of the compositional
dataset

• the rays, which represent the relative variability of
the different oxide compositions

• data points, which are the individual sample
compositions.

This means that both the row points (samples) and
column points (oxide variables) are centred at the
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origin of the biplot. Rays provide information about
relative variability in a compositional dataset. Both
their length and direction are important. A join
between two rays is known as a link. Cosines of the
angles between links estimate the correlation between
log-ratios such that links at right angles to each other
signify zero correlation and links that are co-linear
have a high degree of correlation.
There are few examples in the literature of the

application of the biplot approach to the exploration
of major element oxide data. Daunis-I-Estadella
et al. (2006) describe the major element chemistry
of soil samples collected from serpentinites, gabbros
and basalts in ophiolitic terrains in Tuscany. Their
biplot (Figure 2.6) shows rays meeting at the origin
for eight major element oxides. The authors note
that ‘the serpentinitic soil samples show high disper-
sion when compared with the others but that the
three groups of soils maintain good separation’.
They also note that the grouping of the basalt and
gabbro samples offers the prospect of good sample
discrimination. The opposition of the co-linear
Al2O3 and Fe2O3 þ MnO rays may indicate pro-
cesses related to clay mineral formation, although
the co-linear opposition of TiO2 and MgO þ SiO2 is
not discussed.

2.7.3 Some Geochemical Applications
of the Log-Ratio Approach

One area in which geochemists agree with statisti-
cians, probably without realising it, is in the use of
log-normalised trace element diagrams in which rare
earth elements (REE) are referenced to the compos-
ition of chondritic meteorites. In such plots a selected
suite of incompatible elements is referenced to the
composition of the Earth’s primitive mantle, and these
are effectively log-ratio plots. However, since
Aitchison‘s initial work in the 1980s, and apart from
the application to the REE, the impact of the log-ratio
approach in geochemistry and petrology has been
small and there are only a few examples of the appli-
cation of this approach in the literature.
One application of an early formulation of

Aitchison’s method was that of Rollinson (1992),
who tested the log-ratio approach on a suite of
basalts from Kīlauea Iki lava lake, Hawai‘i, whose
compositional variability was well understood and
thought to be related to olivine fractionation
(Richter and Moore, 1966). The data are presented
in Table 3.6 and a bivariate diagram displaying these
data is given Figure 3.12. The percentage data matrix
was recalculated in three ways: as a variation matrix,
a covariance matrix, and a centred covariance
matrix. The results of this analysis indicated that in
all three variation matrices, the greatest relative vari-
ation was between those elements included in the
fractionating phase olivine (Mg, Fe, Mn) and those
elements which were excluded (K, Ti, P, Na, Ca and
Al) and concentrated in the melt. Hence the log-ratio
approach supports the model initially proposed on
the basis of field observations.
A similar study of a suite of over 3000 samples of

Cenozoic volcanic rocks from the Carpatho-
Pannonian region of Hungary (Kovacs et al., 2006)
showed three discrete groups of samples on a biplot.
One group was identified as alkaline basalts and is
separated along the TiO2 and P2O5 rays from a group
identified as calc-alkaline basaltic-andesites (andesites
and dacites aligned along the CaO and Fe2O3T rays),
and a third more dispersed group which is rhyolitic in
composition. The rhyolites scatter around the co-
linear rays for Al2O3, SiO2, Na2O and K2O, implying
some alkali feldspar control. What is novel about this
study is that the results of the log-ratio analysis are
directly compared with the results of a traditional
bivariate oxide diagram in which the same three

CaO

TiO�

K�O

MgO
Fe�O�
MnO

SiO�

Al�O�

serpentinitic soil
gabbroic soil
basaltic soil

Figure 2.6 A biplot of major element oxides showing
the composition of serpentinitic, gabbroic and basaltic
soils from ophiolites in Tuscany. The biplot shows
rays for each of the major element oxides and points
for the three main soil groups. (From Daunis-I-
Estadella et al., 2006; with permission from the
Geological Society of London)
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groups are evident. The authors concluded that the
‘compositional geometry shows . . . good agreement
with geological models based on scientific methods
which do not include a strict statistical approach’.

Log-ratio analysis has also been used to discrimin-
ate between limestone types as an aid to lithostrati-
graphy and correlation in the Scottish Dalradian
(Thomas and Aitchison, 2006). Using a log-ratio plot
of Fe2O3/CaO versus MgO/CaO the authors created a
discrimination diagram which allows the different
limestone groups to be differentiated and similar lime-
stone types to then be correlated in what is otherwise a
structurally complex region.

Perhaps the most helpful example of analysing
compositional data is the work of Daunis-I-
Estadella et al. (2006). These authors describe in
some detail the process of exploratory compos-
itional data analysis as applied to major and trace
elements, and the concepts are accompanied with a
worked example. They identify three essential pro-
cesses which are important in this analysis: (1) fun-
damental descriptive statistics which are required
for compositional data analysis, (2) the graphical
biplot approach (Section 2.7.2) and (3) the import-
ance of data sub-composition analysis. They pro-
pose that a compositional data matrix can be
described by the calculation of the centre (the geo-
metric mean), the variation matrix and the total
variance. They graphically display their results in a
biplot. A key test of compositional data analysis is
that any selected sub-composition should have the
same statistical properties as the larger data matrix
from which it has been taken (Section 2.9).

2.8 Multivariate Data Analysis

After data transformation, additional statistical
methods can be applied. These are intended to reduce
multivariate data to two dimensions for easy visual-
isation. In addition to the biplot (Section 2.7.2) these
include principal component and factor analysis, dis-
criminant analysis and multidimensional scaling;
these are discussed in the sections below.

2.8.1 Principal Component
and Factor Analysis

Given that a typical geochemical analysis may
include up to 30 different elements, principal com-
ponent analysis (PCA) is a useful technique to reduce

a large number of variables (elements or oxides) to a
smaller number of uncorrelated variables and is often
the first step in any multivariate analysis. Although
PCA will generate as many components as there are
variables, the bulk of the information is usually con-
tained within the first few components, thus allowing
a single variation diagram to contain information
about a large number of variables (see Section 3.3).
On the other hand, there are two obvious disadvan-
tages to this approach: (1) the complex plotting par-
ameters on variation diagrams are difficult to
comprehend and (2) the art of geochemical detective
work is to identify the role that each element plays in
elucidating a geochemical process. This cannot be
done when a number of variables are combined into
a single component.
The method is well described in most statistical

textbooks; see, for example, Reimann et al. (2008).
Data presented in different units, such as major
element oxides in wt.% and trace elements in ppm,
should not be treated together, since the most abun-
dant variable will control the absolute magnitude of
variance. Compositional data should be trans-
formed (ALR, CLR, ILR) and the original, trans-
formed, set of variables converted into a new set of
variably scaled principal component coordinates
called eigenvectors (or latent vectors). The first
eigenvector is the direction of maximum spread of
the data in terms of n-dimensional space. It is a ‘best
fit’ line in n-dimensional space and the original data
can be projected onto this vector using the first set
of principal component coordinates. The variance of
these coordinates is the first eigenvalue (or latent
root) and is a measure of the spread in the direction
of the first eigenvector. Thus eigenvector 1 may be
expressed as:

Eigenvector 1 ¼ x1SiO2 þ x2TiO2 þ x3Al2O3

where x1, x2, x3, etc., define the principal component
coordinates. The method then defines a second eigen-
vector which has maximum spread at right angles to
the first eigenvector, and so on. The eigenvalues are
used to measure the proportion of data used in each
eigenvector. By definition the first eigenvector will
contain the most information and succeeding
eigenvectors will contain progressively less informa-
tion. Therefore, it is often the case that the majority
of information is contained in the first two or three
eigenvectors. Eigenvectors and eigenvalues may be
calculated from a covariance matrix if the variables
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are measures in the same units, or a correlation
matrix if the variables are expressed in different
units. The three eigenvectors are plotted as a two-
dimensional graph in Figure 2.7. Aitchison (1984,
1986, 2003) describes how log-ratio transformed data
may be used in principal component analysis in pref-
erence to percentage data.
The new variables represent a convenient way of

expressing variations in multivariate data. The first
two components express the main variability in the
dataset and additional components are identified as
needed until the majority of the variability is
accounted for. Typically, these principal compon-
ents will account for >70% of the variance in
the data.
The application of PCA is widespread in the geo-

sciences. Demšar et al. (2013) present an overview on
the application of PCA to spatial data. Soesoo (1997)
used PCA to distinguish between pressure and tem-
perature environments of basaltic magmas on the
basis of clinopyroxene compositions. The PCA of
geochemical data by Thy and Esbensen (1993)
allowed them to clearly distinguish between the
sheeted dike complex and the upper lava suite of the
Troodos ophiolite complex.
Factor analysis (FA), an approach which is closely

related to PCA, also seeks to minimize the variation in
multivariate data to as few ‘factors’ as possible. It
differs from PCA in that the number of axes does
not equal the number of variables (as in PCA).

Instead, FA defines a small number of ‘factors’ which
explain the greatest proportion of the data. FA is
performed using the standardised correlation matrix,
weighting all the variables equally, and converting
principal component vectors into several ‘factors’. It
is widely used in sedimentology (Hofer et al., 2013),
the environmental sciences (Rezaei et al., 2017) and
economic geology (Zhao et al., 2017).

2.8.2 Discriminant Analysis

Discriminant analysis (discriminant function analy-
sis) is similar to principal component analysis inas-
much as it is aimed at reducing dimensionality of
multivariate datasets. In geochemistry linear discrim-
inant analysis has been applied particularly fruitfully
in the investigation of relationships between the
major and trace element chemistry of igneous and
sedimentary rocks. This section, therefore, serves as a
theoretical introduction to the discussion of petro-
logical discrimination diagrams which is given in
Chapter 5.
Samples are arranged into groups on the basis of

multiple variables by maximising the ratio of between-
group variance and within-group variance in order to
achieve maximum separation. The method requires
the initial calculation of means and standard
deviation of the individual variables in order to pro-
vide some idea of differences and overlaps between the
groups. If the separation of variables between groups
is good, then the variance between groups is compared
to that within the groups.
In discriminant analysis a set of samples is nom-

inated as belonging to two or more groups. From
the distributions of these groups it is possible to
calculate one or more linear functions of the vari-
ables measured which will achieve the greatest pos-
sible discrimination between the groups. The
functions have the form:

Fi ¼ aix1 þ bix2 þ cix3 þ . . .þ pixp (2.11)

where x1, x2, . . . , xp are the discriminating variables
(major elements or trace elements), ai, bi, . . . , pi are
the discriminating function coefficients and Fi is the
discriminant score. The magnitudes of the discrimin-
ating function coefficients associated with the vari-
ables show the relative importance of the variables in
separating the groups along the discriminant function.
The data are then plotted on a diagram in which the
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Figure 2.7 Principal component analysis. The second
and third eigenvectors are plotted in two dimensions
relative to the first eigenvector to illustrate the
chemical differences between the alkalic and sub-
alkalic rock series. (Data from Le Maitre, 1968)
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axes are defined by the discriminant functions, and in
linear discriminant analysis linear boundaries between
groups are fitted by eye.

A classic example of the application of discrimin-
ant analysis in igneous petrology is found in the
papers of J.A. Pearce (1976) and Pearce and Cann
(1971, 1973), who employed discriminant analysis
in an attempt to classify basalts on the basis of their
major and trace element chemistry (see also
Chapter 5). The Pearce (1976) study was based upon
a collection of geologically recent basalts taken
from six different tectonic environments: ocean-
floor basalts, island arc tholeiites, calc-alkaline
basalts, shoshonites, ocean-island basalts and con-
tinental basalts. The objective of the study was to
see if there is a relationship between major element
chemistry and tectonic setting.

The initial part of the investigation was an analysis
of the within-group and between-group variation. In
this way the parameters which are most likely to
contribute to the separation of groups were identified,
and those likely to be the least effective were dis-
carded. This was then followed by the quantitative

step: the discriminant analysis, which determined the
characteristics of the dataset which contribute most to
the separation of the groups. These characteristics are
expressed as the following parameters (see Table 2.6;
data from Pearce, 1976):

• eigenvectors: These are the coefficients (ai, bi, . . . ,
pi) of the discriminant function equations (see
Eq. 2.11).

• eigenvalues (for each discriminant function): These
show the contribution made by the function to the
total discriminating power. In the case of F1 it can
be seen from Table 2.6 that it contributes to 49.7%
of the discrimination and that F1 and F2 together
contribute to 76.1% of the total discrimination.

• scaled eigenvectors: These show the relative contri-
butions of each variable to the discriminant func-
tion. In the case of F1 the variables TiO2 (�0.85)
and SiO2 (+0.34) show the largest scores and will
dominate this particular discriminant function.

A convenient way of visually examining the group
separation may be obtained by plotting the discrim-
inating functions F1 and F2 as the axes of an x–y

Table 2.6 Results of discriminant analysis for basaltic rocksa

F1 F2 F3 F4 F5

Eigenvectors

SiO2 0.0088 �0.013 �0.0221 0.0036 0.0212
TiO2 �0.0774 �0.0185 �0.0532 �0.0326 0.0042
Al2O3 0.0102 �0.0129 �0.0361 �0.0096 �0.0071
FeO 0.0066 �0.0134 �0.0016 0.0088 0.0141
MgO �0.0017 �0.0300 �0.0310 0.0277 �0.0017
CaO �0.0143 �0.0204 �0.0237 0.0321 0.0153
Na2O �0.0155 �0.0481 �0.0614 0.0140 0.0701
K2O �0.0007 0.0715 �0.0289 0.0899 0.0075
Eigenvalues 2.58 1.37 0.65 0.5 0.09
% of trace 49.7 26.4 12.4 9.7 1.7
Cumulative % 49.7 76.1 88.5 98.2 99.9

Scaled eigenvectors

SiO2 0.34 �0.51 �0.86 0.14 0.83
TiO2 �0.85 �0.20 �0.59 �0.36 0.05
Al2O3 0.32 �0.40 �1.12 �0.30 �0.22
FeO 0.18 �0.37 �0.04 0.24 0.24
MgO �0.04 �0.74 �0.76 0.68 �0.04
CaO �0.29 �0.41 �0.48 0.65 0.31
Na2O �0.17 �0.54 �0.69 0.16 0.79
K2O �0.01 0.70 �0.28 0.88 0.07

aFrom Pearce (1976).
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graph as illustrated in Figure 5.5 (DF1 and DF2).
Individual analyses are plotted as their F1 and F2
discriminant function scores. The only disadvantage
of this plot is that the discriminating functions are
less easy to visualise than the original oxide vari-
ables. The value of a discriminant function diagram
is measured by its success rate in correctly classifying
the data as expressed as the percentage of correct
classifications. This may use part of the data as a
‘training set’ for which the discriminating functions
are derived; the remainder of the data is then used as
a ‘testing set’ with which the calculated functions
may be optimised so as to minimise the number
of misclassifications.

2.8.2.1 Limitations of Discriminant Analysis

One of the criticisms of discriminant analysis is its
relatively low accuracy, which in part is due to the
dependence upon boundaries drawn by eye and the
relatively small number of variables incorporated into
the discriminant functions. An alternative approach
based upon Bayesian probability theory was discussed
by Pearce (1976, 1987) and developed more recently by
Agrawal et al. (2004) and Shragge and Snow (2006).
Shragge and Snow (2006) proposed a multi-

dimensional geochemical discrimination technique
based upon probability density functions that quan-
tify the likelihood of a sample formed in a specified
tectonic setting given a particular chemical compos-
ition. The compositions of samples of unknown origin
are then used to assess the probability of their being
formed in a particular tectonic setting. The results of
this methodology are plotted as probability functions,
that is, the probability that a given sample formed at a
mid-ocean ridge, an island arc, or an ocean-island
hotspot, on a ternary diagram. The probability func-
tions are based upon seven relatively immobile trace
elements – Ni, Sr, Zr, Nb, Ti, Pb and Ta – and of
471 samples more than 90% of each of the three
categories were correctly classified. However, despite
the increased accuracy of the method, the use of prob-
ability functions is not intuitive. Further, Shragge and
Snow (2006) caution against a purely geochemical
approach to discrimination and emphasise the import-
ance of additional petrological inference. For
example, they argue that samples with 70% SiO2

may be correctly geochemically classified by their
methodology whereas a petrological understanding
would strongly suggest that an island arc origin is
more likely than a MORB origin.

Chapter 5 includes a detailed discussion of the
application of discrimination diagrams in geochemis-
try. However, it is important to note that the method-
ology of discriminant analysis as applied to the
separation of rocks from different tectonic settings
has been subject to some criticism. The early work of
Pearce and Cann (1971, 1973) was criticised by Butler
and Woronow (1986) for their use of a ternary dia-
gram. This is because the formation of ternary per-
centages induces closure into the dataset resulting in
an unknown amount of the depicted variability being
an artefact of closure (see Section 2.2.2.1). Instead,
they propose a diagram based upon principal com-
ponent analysis (Section 2.8.1) in which the first two
principal components are used as the axes of a
‘discrimination’ diagram.
More recently, Vermeesch (2006a) proposed that

the additive log-ratio approach could be adopted in
the use of discrimination diagrams to circumvent the
problems of closure inherent in ternary plots. In add-
ition, he argued that the traditional approach in which
the arithmetic mean is used to identify the discrete
populations in the early stages of discriminant analy-
sis is not the best measure of the average value (as
discussed in Section 2.3.2). Vermeesch (2006a), Sheth
(2008) and Verma et al. (2013) have proposed a
number of new discrimination diagrams using a wide
range of trace or major elements, all of which success-
fully use the log-ratio approach. These diagrams are
discussed more fully in Chapter 5. An alternative to
conventional discriminant analysis is the use of classi-
fication trees (Vermeesch, 2006b), although this
laborious and non-intuitive approach has not been
widely adopted.

2.8.3 Multidimensional Scaling (MDS)

Multidimensional scaling (MDS), or proximity analy-
sis, is a visual representation of dissimilarity between
sets of variables in which those variables that are more
similar plot closer together and those variables that
are less similar plot farther apart. MDS can also be
used to reduce high-dimensional data to a lower
dimensionality, making the data more amenable to
interpretation. MDS generally uses a matrix of rela-
tional data and follows these steps:

1. Assigns data points to coordinates in n-dimensional
space.

2. Calculates the Euclidean distances for all pairs
of points.
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3. Compares the similarity matrix with the original
input matrix.

4. Adjusts the coordinates to improve the ‘goodness-
of-fit’.

Although there can be errors associated with small data-
sets, MDS analysis is useful when dealing with large
amounts of multivariate data. The method requires
computer code in languages such as Matlab or
R. However, given the increased amount of geochemical
data being generated, such methods are likely to be
increasingly used. Robinson et al. (2019) applied MDS
analysis to a provenance study in the Brooks Range fold
and thrust belt of Alaska (Figure 2.8) in which they
identified two similar detrital zircon U-Pb age popula-
tions. Studies utilising small sample sets do not usually
require MDS and, as the Robinson et al. (2019) study
showed, similar results were obtained from the same
dataset using cumulative distribution functions analysis.
Nonetheless, when sediment provenance studies using
detrital zircon U-Pb geochronology have large numbers
of samples and there is a large volume of data per
sample (hundreds to thousands of analyses) they lend
themselves to MDS analysis.

2.9 Statistics and Ternary Plots

The use of ternary diagrams is a common way of
presenting geochemical data in geochemistry (see also
Section 3.3.3). Geochemical compositional data plot-
ted onto triangular diagrams are frequently used in
rock classification, for comparing measured rock
compositions with those determined experimentally
or empirically, for demonstrating compositional

variation in geochemical data (see Chapter 3), and
for discriminating between superficially similar rocks
formed in different tectonic environments (see
Chapter 5). Here we consider the statistical particular-
ities of ternary diagrams.
Compositional data used in ternary diagrams are an

example of a ‘sub-composition’. That is to say they
represent a subset of the larger parent dataset recast in
proportions of 100%. For example, the A-F-M dia-
gram (Section 3.3.3) is a ternary plot of the oxides
(Na2O + K2O)–FeOT–MgO in which the oxide values
are re-normalised to 100% and their relative propor-
tions plotted on a triangular graph (Figure 3.18). This
procedure is of particular concern to the geostatistical
community for two reasons. First, sub-compositions
should represent the statistical variation of the parent
dataset from which they are drawn, although the
process described above does not allow this to be
assessed. Aitchison (1986, Table 3.1) and Butler
(1979, tables 1 and 2) showed that sub-compositions
may have different rank orderings from the parent
dataset. For example, in the AFM data subset the
variance may be A > F >M, but in the parent dataset
the variance may be F > A > M. Hence Butler (1979)
comments that ‘given the fact that major reversals of
variance can occur simply as the result of ternary
percentage formation it should be reasonable to
expect that at least part of any trend is artificial’.
Second, the effect of re-normalising a sub-composition
of the main dataset which is already summed to 100%
further magnifies the effects of closure – although in
the case where trace elements such as Ti-Zr-Y are
plotted on a ternary diagram, the fact that they make
up only a small proportion of the whole means the
impact of the constant sum is greatly reduced
(Vermeesch, 2006a).

There are multiple examples in the geostatistical
literature where the interpretation of triangular dia-
grams is heavily criticised, for example, Aitchison and
Egozcue (2005). In order to minimise this problem,
Vermeesch (2006a) applied the Aitchison log-ratio
technique in which the ternary compositional data
are first transformed into log-ratios, then a ‘standard’
statistical procedure is applied, and then finally the
data are back-transformed and plotted on the ternary
diagram. With this approach Vermeesch (2006a)
showed that a smaller percentage of data are misclas-
sified. Although this type of discriminant analysis is
more robust, the fact that it is not more widely applied
suggests that it is not readily implemented.
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Figure 2.8 Multidimensional scaling plot of detrital
zircon U-Pb ages. The axes are unitless and show the
K-S measure of dissimilarity (Vermeesch, 2013).
Similar populations plot close together (populations
1 and 2) and dissimilar populations plot far apart
(population 3). (After Robinson et al., 2019; with
permission from the Geological Society of America)
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On the basis of the concerns mentioned here, we
suggest that only those ternary diagrams tested for
statistical rigour should be used. Ternary diagrams
should be treated with caution, and if tested for statis-
tical ‘robustness’ can be used in the following ways:

• as a descriptive tool for the identification of distinct
clusters of data or trends in data

• to compare rock compositional data with mineral
chemical data and/or the results of experimental
and/or empirical studies

• in discriminating between rock types
• to formulate petrological hypotheses.

2.10 Geochemical Data
and Statistical Analysis

Much of the discussion in this chapter has been about
the correct use of statistics given the rather unusual
nature of geochemical data. We have sought to steer a
path between the ‘pure’ approach of geo-statisticians
and those using geochemical data to obtain petro-
logical or geological ‘meaning’. In this context it is
helpful to stand back from the detail and survey the
full breadth of geochemistry in all its different expres-
sions, for over the past few decades there has been an
explosion in the amount of data generated. This has
been captured in the creation of some very large
databases, such as GEOROCK and PetDB. Clearly,
the era of scientific ‘big data’ has come to geochemis-
try; see, for example, Vermeesch and Garzanti (2015)
and Zhang and Liu (2019 ). This rapid increase in the
volume of data coupled with advances in computer
software lends itself to increasingly sophisticated ways
of manipulating such data. Nonetheless, it is import-
ant to return to one of the basic premises of this book,
that geochemical data are most meaningfully inter-
preted within a geological context, not in the abstract.

Currently, there are two contrasting approaches
being applied to the analysis of geochemical datasets.
The first approach extracts large datasets from data-
bases through ‘data mining’ and these are manipu-
lated by means of statistical analysis to produce
useful results, as illustrated by the work of Grunsky
and de Caritat (2019) in exploration geochemistry.
Even here, however, geological intelligence based
upon the context of the samples must be applied to
the interpretation of the data. The second and, in our
view, better approach is to test geological hypotheses
using carefully selected data. That is to say, large
datasets are screened so that only the highest quality
data and the best constrained samples are used for
data analysis. An example is found in the work of
Herzberg et al. (2010) in their study of mantle poten-
tial temperatures through geological time. This work
was based upon the geochemistry of komatiites and
magnesian basalts, thought to be primary magmas,
and from which their compositions were used to
calculate mantle potential temperatures. In this study
the initial data base contained 1500 samples of mag-
nesian basalt, but after careful screening only
33 samples were regarded as suitable candidates for
primary magmas from which the mantle potential
temperatures could be calculated. A further example
comes from the study of mantle trondhjemites in the
Oman ophiolite (Rollinson, 2014). In this case a
small suite of 12 samples was carefully selected in
the field for geochemical analysis to examine whether
or not felsic melts interact with the shallow mantle
during their ascent. Despite their small number, geo-
chemical data from these deliberately selected
samples displayed patterns that clarified the hypoth-
esis in a way that randomly collected material could
not have done. This was possible only because of a
knowledge of the geological context coupled with
careful sampling.
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3 Using Major Element Data

3.1 Introduction

This chapter examines the ways in which major elem-
ent data are used to understand the genesis and evolu-
tion of the major rock types. Here we discuss the role
of the elements Si, Ti, Al, Fe, Mn, Mg, Ca, Na, K and
P – the 10 elements that are traditionally given as
oxides in a major element chemical analysis – but do
not consider in any depth the volatile elements H,
CO2, S or N. Although we recognise that the volatile
elements play an important role in understanding the
evolution of our planet in terms of chemical mass-
balance through volcanic degassing and hydrothermal
alteration, a full discussion of these themes is beyond
the scope of this text and the reader is referred to other
sources (e.g., Luft, 2014). For a detailed discussion of
the major element chemistry of the oceans, again we
refer the reader elsewhere (e.g., Millero, 2014).

This chapter is concerned with the three principal
ways in which geochemists make use of major element
data:

• in rock classification,
• in the construction of variation diagrams
• in comparison with experimentally determined rock
compositions whose conditions of formation
are known.

The combination of major and trace elements can
often be used to identify the original tectonic setting
of igneous and some sedimentary rocks, and this topic
is addressed in Chapter 5.

The application of major element chemistry to rock
classification and nomenclature is widely used in igne-
ous petrology and can also be useful for some sedi-
mentary rocks. Variation diagrams display major
element data on bivariate or trivariate plots. These
diagrams are used to show the interrelationships
between elements in a dataset and from these relation-
ships geochemical processes may be inferred.
Variation diagrams based upon trace element concen-
trations are discussed in Chapters 4 and 5. The third
use of major element data, plotting the chemical com-
position of an igneous rock onto a phase diagram,
assumes that the chemistry of the rock is the same as

that of the original igneous melt. In this case the
comparison of a rock composition with experimen-
tally determined phase boundaries for melts of similar
composition under a range of physical conditions may
allow inferences to be made about the conditions of
melting and/or the subsequent crystallisation history
of the melt.
However, before major element data are used in

any of these ways it is important that the data are
evaluated for quality and are processed in a uniform
and consistent manner. In particular, it is important
that the oxidation state of Fe is treated uniformly, that
analysis totals are normalised to exclude the presence
of volatiles and that a decision is made about whether
the data should are presented as weight percent oxide
or as cations. Here we propose a standardised method
of data processing to allow a better comparison
between data generated using different methods and/
or in different laboratories.

3.1.1 Processing Major Element Data

The first step of any geochemical investigation is to
assess the quality of the data to be used.
A petrographic evaluation of sample thin sections
is helpful for this and allows any alteration products
to be identified. Data quality can then be evaluated
with respect to the relative proportions of primary
and hydrous secondary phases, the value of the loss
on ignition (LOI) and the analysis total. ‘Dry’
samples which contain no hydrous minerals or alter-
ation products should have an analysis total between
99% and 101%, whereas ‘wet’ samples containing
primary hydrous minerals or alteration products
may have lower totals due to the loss of volatiles
recorded as LOI. For example, island arc andesites
are often water-saturated and commonly have pri-
mary amphibole, and may therefore have LOIs of
3–6% (Ruscitto et al., 2012; Plank et al., 2013). In
such circumstances, and given the absence of petro-
graphic alteration, low totals because of high LOI
may be acceptable. In this case it is good practice to
normalise the data on a volatile-free (anhydrous or
dry) basis.
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The next step is to assess the oxidation state of Fe.
This is usually governed by the method of sample
preparation. Historically, when major elements were
determined using solution chemistry, all the Fe was
reduced to FeO and reported as such in the chemical
analysis. Today major element analyses are generated
by XRF and ICP in which samples are converted into a
fused, homogeneous glass prior to analysis. If a graph-
ite crucible is used during sample fusion, then all the Fe
in the sample is reduced to FeO and the analytical
result is presented as FeO. If a platinum crucible is
used, all the Fe in the sample is oxidised to Fe2O3

and the analytical result is presented as Fe2O3. It is
important to report Fe as it was analysed to allow
others to fully assess data quality. This is normally
done using the terms FeOT or Fe2O3T, or sometimes
as FeO(tot) and Fe2O3(tot), to indicate that all the iron
is reported in a single oxidation state. Note, however,
that reporting all the Fe in a single oxidation state does
not reflect the true chemical evolution of magmatic
systems, which tend to become more oxidising as they
evolve. This topic is discussed further in Section 3.2.2.3.
Finally, a decision has to be made about the format

of the data and whether or not oxide data should be
converted to moles or cations. This usually depends
on how the data are going to be used. Current practice
is to present major element chemistry for rocks as
weight (wt.) % and to convert as needed to cations,
cation % or parts per million (see Section 3.2.3),
although the chemical composition of water is typic-
ally presented in molar concentrations.

3.1.2 Major Element Mobility

Before beginning to classify and investigate the petro-
genesis of a suite of samples it is important to consider
whether or not they preserve their original chemistry
and whether they have been altered in any way. This
typically involves chemical changes which take place
after rock formation, usually through interaction with
a fluid. These changes may sometimes be described as
metasomatic. Major element mobility typically occurs
during diagenesis and metamorphism or through inter-
action with a hydrothermal fluid. In metamorphic
rocks element mobility may take place as a result of
solid-state diffusion or melt generation and migration.
The mobility of major elements is controlled by

three main factors: the stability and composition of
the minerals in the unaltered rock, the stability and
composition of the minerals in the alteration product

and the composition, temperature and volume of the
migrating fluid or melt phase. Element mobility may
be detected from mineralogical phase and compos-
itional changes that have taken place in a rock as a
result of metamorphism or hydrothermal activity and
from the mineral assemblages present in associated
veins. Thus, careful petrography is an important tool
in identifying chemically altered rocks. Scattered
trends on variation diagrams are also a useful indica-
tor, although chemical alteration can sometimes pro-
duce systematic changes which may mimic other
mixing processes such as crystal fractionation. These
apparent trends may result from volume changes
arising from the removal or addition of a single com-
ponent of the rock.
An example of major element mobility is given in

the dataset presented in Table 3.1 in which a suite of
Permian basalts from Sumatra has been analysed for
the major elements. There are two unusual features
about these basalt data. First, the samples have very
high LOI, indicating significant hydration. This par-
ameter alone can be taken as an indicator of possible
major element mobility (e.g., Smith and Humphries,
1998). The Sumatran samples also appear to have
very high Na2O contents relative to fresh MORB
and MORB glass (Table 3.2b). When recalculated as
anhydrous and plotted on a TAS diagram (see Section
3.2) the samples plot between basalts and trachy-
basalts (inset, Figure 3.1a), suggesting that they are
alkaline basalts. However, given their very high water
content, an alternative explanation is that they have
been altered by interaction with seawater and have
thus become more sodic or spilitised. Further evidence
for basalt alteration comes from the study of fluid-
mobile trace elements, and this will be discussed in
more detail in Chapter 4.

3.1.3 The Compositions of Some Major
Earth Reservoirs

It is sometimes useful for comparison or normalisa-
tion to have representative values of some of the
major Earth reservoirs. These are summarised in
Table 3.2 for the major elements and in Table 4.9
for trace elements. Table 3.2a shows major element
compositional data for the whole Earth (or the bulk
Earth), the silicate Earth (or the bulk silicate Earth, or
BSE, a term interchangeable with primitive upper
mantle, or PM) and the Earth’s core. The data are
expressed in wt.% elemental concentrations and
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oxygen is shown separately. This is because the core
contains no oxygen and so expressing the data as
elemental concentrations allows comparisons to be
made between the silicate Earth and the core. In
addition to the 10 major elements present in most
silicate rocks, the metals Ni and Cr and the light
elements H, C and S are also included as they consti-
tute a measurable fraction of the composition of the
whole Earth. These data are from McDonough
(2014a) and assume that the original undifferentiated
Earth was similar in composition to carbonaceous
chondritic meteorites. It is known that the Earth’s
core contains a few wt.% of a light element in addition
to Fe and Ni, and the McDonough (2014a) model
presented here argues that the principal light element
is Si, but that there is also some S present.

Table 3.2b provides the major element compositions
of the major silicate reservoirs. The magnesium
number (Mg#), its meaning and calculation are dis-
cussed in Section 3.3.2.1. As shown above, the primi-
tive mantle is the same as the bulk silicate Earth – the
Earth after the separation of the core but before the

development of continental crust. Using the Earth res-
ervoir data from Table 3.2a converted to oxide wt.%,
the models of McDonough (2014a) and Palme and
O’Neill (2014) are provided. The composition of the
depleted mantle (DM) calculated by Workman and
Hart (2005) is given for comparison and represents
mantle from which some basaltic melt has been
extracted. The DM, relative to PM, is more magnesian
and slightly depleted in elements such as Ca, Al and Si
which are preferentially incorporated into basaltic
melt. A mean composition of over 2000 mid-ocean
ridge basalt (MORB) samples from the floor of the
major oceans is given and is very slightly different from
the mean value of over 3000 MORB glass samples
(data from White and Klein, 2014). Note, however,
that these compositions simply represent what is found
on the floor of the oceans and does not necessarily
represent a primitive or primary MORB composition.
The mean composition of the continental crust calcu-
lated by Rudnick and Gao (2014) is a weighted com-
posite of the compositions of the upper, middle and
more mafic lower continental crust.

Table 3.1 Permian basalts from Sumatraa

1 2 3 4 5 6 7 8 9

Measured compositions
MR136 MR137 MR139 IG5 IG4 MR150 MR152 MR153 95SM11

SiO2 45.13 44.82 46.31 37.60 46.01 42.70 43.64 40.76 48.03
Al2O3 14.11 13.79 14.25 14.21 12.91 13.42 14.87 13.28 14.46
Fe2O3T 8.93 9.16 9.05 10.54 11.58 9.30 8.74 9.06 12.78
MnO 0.11 0.12 0.10 0.15 0.11 0.11 0.11 0.12 0.19
MgO 7.34 8.75 7.34 6.54 7.08 6.32 6.34 8.37 7.74
CaO 10.88 8.95 7.36 9.89 6.16 10.04 8.32 10.90 7.92
Na2O 4.00 4.09 5.04 3.83 3.70 4.54 4.24 3.58 3.46
K2O 0.72 0.67 0.28 0.15 0.10 0.10 0.19 0.18 1.10
TiO2 1.29 1.42 1.32 1.31 1.70 1.57 1.33 1.19 1.35
P2O5 0.68 0.87 0.81 0.75 1.29 1.22 0.85 0.61 0.23
LOI 6.77 7.07 7.39 12.02 7.83 9.88 10.41 10.60 2.65

Recalculated dry to 100%
SiO2 48.43 48.38 50.41 44.25 50.76 47.81 49.24 46.29 49.38
Al2O3 15.14 14.89 15.51 16.72 14.24 15.02 16.78 15.08 14.87
Fe2O3T 9.58 9.89 9.85 12.40 12.78 10.41 9.86 10.29 13.14
MnO 0.12 0.13 0.11 0.18 0.12 0.13 0.13 0.14 0.20
MgO 7.88 9.45 7.99 7.70 7.81 7.08 7.15 9.51 7.96
CaO 11.67 9.66 8.01 11.64 6.80 11.24 9.39 12.38 8.14
Na2O 4.29 4.42 5.49 4.51 4.08 5.08 4.78 4.07 3.56
K2O 0.77 0.72 0.30 0.18 0.11 0.11 0.21 0.20 1.13
TiO2 1.38 1.53 1.44 1.55 1.88 1.75 1.50 1.35 1.39
P2O5 0.73 0.94 0.88 0.88 1.42 1.37 0.96 0.69 0.24

100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

aData from Crow et al. (2019) and M. Crow, pers. comm.
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Table 3.2 Major element compositions of Earth reservoirs

(a) Earth reservoirs (element wt.%)

Bulk Earth BSE/ primitive mantle Earth's core

Ref 1 1 1

Si 16.100 21.000 6.000
Ti 0.081 0.120 0.000
Al 1.590 2.350 0.000
Fe 32.000 6.260 85.500
Mn 0.080 0.105 0.030
Mg 15.400 22.800 0.000
Ca 1.710 2.530 0.000
Na 0.180 0.270 0.000
K 0.016 0.024 0.000
P 0.072 0.009 0.200
Ni 1.820 0.196 5.200
Cr 0.470 0.263 0.900
O 29.700 44.000 0.000
H 0.026 0.010 0.060
C 0.073 0.012 0.200
S 0.635 0.025 1.900

Total 99.953 99.973 99.990

Reference: 1, McDonough (2014a).

(b) Earth reservoirs (oxides wt.%)

BSE/
primitive
mantle

BSE/
primitive
mantle

Depleted
mantle

Mean
MORB
(whole
rock)

Mean
MORB
(glass)

Mean
continental
crust

Mean upper
continental
crust

Mean middle
continental
crust

Mean lower
continental
crust

Ref 1 2 3 4 4 5 5 5 5

SiO2 44.91 45.40 >44.71 50.06 50.60 60.60 66.60 63.50 53.40
TiO2 0.16 0.21 0.13 1.52 1.67 0.72 0.64 0.69 0.82
Al2O3 4.44 4.49 3.98 15.00 14.79 15.90 15.40 15.00 16.90
FeOT 8.05 8.10 8.18 10.36 10.46 6.71 5.04 6.02 8.57
MnO 0.13 0.14 0.13 0.19 0.19 0.10 0.10 0.10 0.10
MgO 37.81 36.77 38.73 7.71 7.42 4.66 2.48 3.59 7.24
CaO 3.54 3.65 3.17 11.46 11.38 6.41 3.59 5.25 9.59
Na2O 0.36 0.35 0.13 2.52 2.77 3.07 3.27 3.39 2.65
K2O 0.03 0.031 0.006 0.190 0.190 1.810 2.800 2.300 0.610
P2O

5 0.02 0.020 0.019 0.160 0.180 0.130 0.150 0.150 0.100
Total 99.46 99.16 99.19 99.17 99.65 100.11 100.07 99.99 99.98
Mg# 89.3 89.0 89.4 59.0 58.0 55.3 46.7 51.5 60.1

References: 1, McDonough (2014a); 2, Palme and O'Neill (2014); 3, Workman and Hart (2005); 4, White and Klein (2014); 5, Rudnick and Gao (2014).
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Another important major Earth reservoir is the
continental lithospheric mantle (CLM), often
referred to in the literature as the sub-continental
lithospheric mantle (SCLM) (see Table 3.2c).
Fragments of the mantle provide our only direct
samples of the CLM and include orogenic perido-
tites, ophiolites, and xenoliths transported via vol-
canism. Mantle xenoliths broadly define two
compositional types: spinel- and garnet-facies peri-
dotites associated with kimberlites, and spinel-facies
peridotites associated with predominantly alkalic
rocks. The former are generally found in cratonic
settings and the latter in non-cratonic (rift) settings.
Table 3.2c shows a compilation of xenolith and
primitive upper mantle (PUM) model compositions
from Pearson et al. (2014).

3.2 Rock Classification

With the advent of automated XRF and rapid ICP
analytical methods most geochemical investigations
produce a large volume of elemental data that allows

for the classification of rocks on the basis of their
chemical composition. This section reviews the classi-
fication schemes in current use and outlines the rock
types for which they may be specifically suited.
A summary of the classification schemes discussed is
given in Box 3.1. We adhere to the guidelines of the
International Union of Geological Sciences Sub-
commission on the Systematics of Igneous Rocks (Le
Maitre et al., 2002) for the naming and classification
of rocks. We concur that a classification scheme
should be easy to use, widely applicable, have a read-
ily understood logical basis and reflect as accurately as
possible the existing nomenclature based upon
mineralogical criteria.

3.2.1 Classifying Igneous Rocks Using
Oxide-Oxide Plots

Bivariate oxide-oxide major element plots are the
most straightforward way in which to classify igneous
rocks, especially volcanic rocks, and the principal
diagrams are summarised below.

Table 3.2 (cont.)

(c) Continental lithospheric mantle (oxide wt.%)

Xenolith Average PUM PUM PUM PUM
Ref 1 2 3 4 5

SiO2 44 45.96 45.14 46.2 44.92
Al2O3 2.27 4.06 3.97 4.75 4.44
FeO 8.43 7.54 7.82 7.7 8.05
MgO 41.4 37.78 38.3 35.5 37.8
CaO 2.15 3.21 3.5 4.36 3.54
Na2O 0.24 0.33 0.33 0.4 0.36
K2O 0.05 0.03 0.03 nd 0.29
Cr2O3 0.39 0.47 0.46 0.43 0.38
MnO 0.14 0.13 0.14 0.13 0.14
TiO2 0.09 0.181 0.217 0.23 0.201
NiO 0.012 0.28 0.27 0.23 0.25
CoO 0.014 0.013 0.013 0.012 nd
P2O5 0.06 0.02 nd nd 0.02

Notes: nd, no data.
References: 1, McDonough (1990); 2, Zindler and Hart (1986); 3, Jagoutz et al. (1979); 4, Palme and Nickel (1985); 5, McDonough
and Sun (1995).
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Figure 3.1 The total alkalis versus
silica (TAS) diagram for volcanic
rocks. (a) The chemical
classification and nomenclature of
Le Maitre et al. (2002) after Le
Bas et al. (1986). Q = normative
quartz, Ol = normative olivine.
Ol- and Px-rich rocks occur in the
shaded region, which is expanded
in Figure 3.8. The inset shows the
possible Na-enrichment of
Permian basalts from Sumatra
relative to fresh MORB. (b)
Plotting coordinates for the field
boundaries expressed as ‘SiO2 and
(Na2O + K2O)’ after Le Bas et al.
(1986).
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3.2.1.1 The Total Alkalis-Silica Diagram (TAS)
for Volcanic Rocks

The total alkalis-silica diagram is one of the most
useful classification schemes available for volcanic
rocks. Using wt.% oxide chemical data from a rock
analysis that has been recalculated to 100% on an
anhydrous (volatile-free) basis, the sum of Na2O þ
K2O (total alkalis, TA) and SiO2 (S) are plotted
onto the classification diagram. The original ver-
sion of the diagram (Le Bas et al., 1986) was
expanded by Le Maitre et al. (1989) using 24,000
analyses of fresh volcanic rocks (Figure 3.1a). Le
Maitre et al. (2002) further expanded the

classification to include olivine- and pyroxene-rich
rocks (Section 3.2.3.3).

The field boundaries were defined by minimizing the
overlap between adjoining fields, and the boundary
coordinates are given in Figure 3.1b. The TAS diagram
divides rocks into ultrabasic, basic, intermediate and
acid on the basis of their silica content following the
usage of Peccerillo and Taylor (1976). The nomenclat-
ure is based upon a system of root names with add-
itional qualifiers to be used as necessary. For example,
the root name ‘basalt’may be qualified to ‘alkali basalt’
or ‘sub-alkali basalt’. Some rock names cannot be
allocated until the normative mineralogy has been
determined. For example, a tephrite contains less than
10% normative olivine, whereas a basanite contains
more than 10% normative olivine (see Section 3.2.2
on the norm calculation).
The TAS classification scheme is intended for

common volcanic rocks and should not be used with
weathered, altered or metamorphosed volcanic rocks
because the alkali elements can be mobilised. Potash-
rich rocks (nephelinites, mela-nephelinites) should not
be plotted on the TAS diagram, and ultramafic or
high-Mg rocks (boninite, komatiite, meimechite,
picrite) should be checked for their TiO2 contents
before assigning a name from the TAS diagram (see
Section 3.2.3.3). Rocks showing obvious signs of crys-
tal accumulation should also be avoided.

3.2.1.2 A TAS Diagram for Plutonic Rocks

Of the various schemes for the naming of plutonic
rocks, the two most popular ones based on major
element chemistry are the TAS diagram for plutonic
igneous rocks (after Wilson, 1989) and the normative
Q–Or–Ab triangular plot for granitoids (Section 3.3.2).
The TAS diagram for plutonic rocks (Figure 3.2) is
useful inasmuch as it is simple and convenient to use.
It is important to note, however, that its boundaries are
not the same as the boundaries of the TAS diagram for
volcanic rocks. There are other classification schemes
for plutonic rocks which are based on modal mineral-
ogy, but these are not discussed here.

3.2.1.3 Discrimination between the Alkalic
and Sub-alkalic Rock Series Using TAS

Igneous rocks can be subdivided into an alkalic or sub-
alkalic magma series on the TAS diagram. Using data
fromHawaiian basalts, MacDonald and Katsura (1964)
were the first to define a boundary separating the alkalic
and sub-alkalic (tholeiitic) magma series on a TAS

Box 3.1 Summary of chemical classification schemes described
in Section 3.2

...............................................................................................................................................................................................................................................................................

Igneous rocks

3.2.1 Oxide-oxide plots
The total alkalis-silica diagram (TAS)
• for volcanic rocks
• for plutonic rocks
• for discriminating between the alkaline
and sub-alkaline rock series

Subdivision of sub-alkalic volcanic rocks
using K2O versus SiO2

3.2.2 NORM-based classifications
Basalt classification using the Ne–Di–Ol–
Hy–Q diagram
Granite classification using the Ab–An–Or
diagram

3.2.3 Cation classifications
Komatiitic, tholeiitic and calc-alkaline
volcanic rocks using the Jensen plot
High-Mg rocks using the Hanski plot

3.2.4 Combined major element oxide and cation
classification for granitoids
The Frost diagrams

Sedimentary rocks

3.2.5 The chemical classification of sedimentary
rocks
Sandstones
Mudrocks
Limestones
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diagram. A later study by MacDonald (1968) expanded
the boundary to cover a wider range of SiO2. Similar
diagrams by Kuno (1966) and Irvine and Baragar (1971)
place the boundary in slightly different positions on the
TAS plot (Figure 3.3). Currently, the boundary curve of
Irvine and Baragar (1971) is the most widely used,
although the recent reassessment by El-Hinnawi
(2016a) indicates that the coordinates of MacDonald
and Katsura (1964) provide the best distinction between
the alkalic and sub-alkalic series for basaltic compos-
itions (SiO2 < 52 wt.%). There is less clarity for compos-
itions with a higher SiO2 content. The boundary
coordinates are given in the caption to Figure 3.3.
Alkaline plutonic rocks enriched in magnesium are

known as sanukitoids. They were originally defined by
Stern et al. (1989) as plutonic rocks containing 55–60
wt.% SiO2 and with Mg# > 0.6 (see Section 3.3.2).
However, it is now known that there are sanukitoid
suites which range in composition from pyroxenite to
quartz monzonite with SiO2 between 38 wt.% and 68
wt.% and Mg# ¼ 0.49–0.89. This is illustrated in the
study by Lobach-Zhuchenko et al. (2008, figure 4).

3.2.1.4 The K2O versus SiO2 Diagram
for the Sub-division of the Sub-alkalic Series

Volcanic rocks of the sub-alkalic series may be fur-
ther subdivided into the calc-alkalic or tholeiitic

series on the basis of their K2O and SiO2 concen-
trations (Peccerillo and Taylor, 1976). Le Maitre
et al. (1989) proposed a subdivision of sub-alkalic
rocks into low-, medium- and high-K types and
suggested that these terms be used to qualify the
names ‘basalt’, ‘basaltic andesite’, ‘andesite’,
‘dacite’ and ‘rhyolite’. This nomenclature broadly
coincides with the low-K (tholeiitic) series, medium-
K (calc-alkalic) series and high-K (calc-alkaline)
series of Rickwood (1989). A compilation of curves
from Rickwood (1989) and Le Maitre et al. (1989) is
given in Figure 3.4.

3.2.2 Classifying Igneous Rocks Using
Normative Mineralogy

The norm represents a theoretical mineral assemblage
which is calculated from a whole rock chemical analy-
sis. In the context of rock classification it provides the
basis for a number of mineralogical classification
schemes. The calculated normative mineralogy is based
entirely upon the chemistry of the rock and its strength
lies in the fact that it permits the classification of rocks,
such as glassy rocks, for which the determination of the
mode is not possible, and allows a direct comparison to
be made between such rocks and their crystalline or
metamorphosed counterparts. Hence rocks with the
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same chemical composition should result in the same
normative mineral assemblage, although it is important
to note that the norm calculation is sensitive to the
oxidation state of iron (see Section 3.2.2.3).

3.2.2.1 CIPW Norm

There are a number of different approaches to calcu-
lating the norm but the CIPW norm, named after its
originators – Cross, Iddings, Pirrson and Washington
(Cross et al., 1902) – is the most commonly used. The
CIPW norm calculation makes a number of simplify-
ing assumptions and follows a prescribed set of rules.
A simplified version of the calculation scheme is given
in Appendix 3.1. An example of the conversion steps
needed to calculate molar proportions necessary to
determine the norm is given in Table 3.3. Weight per-
cent oxide values (column 1) are divided by their
molecular weights (column 2) to calculate molecular
proportions (column 3). The molecular proportions are

the basis of the norm calculation given in Appendix
3.1. At the end of the calculation the resulting norma-
tive minerals are multiplied by their molecular weight
to recast them into wt.% (column 9). The CIPW norm
calculation can be carried out in Excel using the pro-
gramme norm 4 (https://minerva.union.edu/hollochk/
c_petrology/other_files/norm_calculation.pdf) or in a
variety of open-source computer programs such as
NORRRAM (González-Guzmán, 2016, in R) or
CIPWFULL (Al-Mishwat, 2015, in FORTRAN).
However, it is important to understand the principles
which lie behind the norm calculation, and so before
using these programs we recommend the manual cal-
culation of a simple CIPW norm.
The CIPW norm is widely used in the classification

of basalts (Section 3.2.2.4) and in the classification of
granitoids (Section 3.2.2.5). Errors can arise in
CIPW norm calculations if volatiles in the rock com-
position are not correctly allocated and if the
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oxidation state of the iron is incorrectly stated. In
addition, some rock types, in particular, cumulate
rocks and alkaline rocks with a high CO2 content,
may result in the calculation of an improbable range
of accessory mineral phases.

3.2.2.2 The Cation Norm

The Barth-Niggli norm, also known as the cation
norm or the molecular norm, is an older norm
calculation that is no longer widely used. The norm
is calculated using the equivalent weights of the
oxides, that is, the molecular weight when one
cation is present (Barth, 1952). In the case of
oxides such as CaO or TiO2 the equivalent weight
is the same as the molecular weight, but for Al2O3

or Na2O the equivalent weight is half the molecu-
lar weight. The calculation of a cation norm is
illustrated in Table 3.3. In this case the wt.% oxide
values (column 1) are divided by their equivalent

weights (divide by column 2 and multiply by
column 4), converted into cation proportions
(column 5) and then converted into cation percent
(column 7). Molecules are then constructed
according to the standard CIPW rules (Appendix
3.1), although the proportions of the components
in which cations are allocated are different from
the CIPW norm. The cation norm is not recalcu-
lated on a wt.% basis, but is expressed in molecular
% (column 10). One advantage of the cation norm
is that the proportions of opaque minerals are
closer to their volume percentages as seen in
thin section.

3.2.2.3 Normative Mineralogy and the Oxidation
State of Iron

The norm calculation is particularly sensitive to the
oxidation state of iron. This is problematic for mafic
rocks where the Fe content is typically much higher
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than in felsic rocks, and can be an issue for felsic rocks
since magmatic systems generally become more oxi-
dising as they evolve. Given that Fe is usually
reported as either FeO or as Fe2O3 it is necessary to
estimate the Fe2O3/FeO ratio in a given rock. Two
approaches have been taken. In volcanic rocks,
Middlemost (1989) assigned specific values of Fe2O3/
FeO to particular rock types in TA-S space
(Figure 3.3). El-Hinnawi (2016b), on the other hand,
used a database of >12,000 analyses for which Fe
was measured as Fe2þ and Fe3þ to directly calculate
the Fe2O3/FeO ratio. This study showed that there is a
linear relationship between total alkalis (Na2O þ
K2O) and the degree of iron oxidation (OxFe ¼
Fe2O3/(Fe2O3 þ FeO) in wt.%) in the alkalic and
sub-alkalic volcanic rock series (Figure 3.5). The
equations are:

For alkalic samples,

OXFe ¼ 0:033 Na2OþK2Oð Þ þ 0:163 (3.1)

For sub - alkalic samples,

OXFe ¼ 0:072 Na2OþK2Oð Þ þ 0:03 (3.2)

These results are applicable to the majority of vol-
canic rock types, although ‘transitional’ basalts with
compositions between the two fields are more difficult
to constrain.

Given the widespread use of normative
mineralogy in classifying basaltic and granitic rocks
and the impact the oxidation state of Fe can have

on the normative mineralogy, it is necessary to spe-
cify how Fe has been allocated between its two
oxidation states when reporting the results of
norm calculations.

Table 3.3 Comparison of CIPW and cation norms for an average tonalitea

1 2 3 4 5 6 7 8 9 10

Wt.%
oxide
of rock

Mol.
wt.

Mol.
proportions

Number
of
cations

Cation
proportions

Millications Cation
%

Mole
%

Normative
minerals

CIPW
norm

Cation
norm

SiO2 61.52 60.09 1.0238 1 1.0238 1023.80 58.03 67.86 Q 15.94 15.12
TiO2 0.73 79.9 0.0091 1 0.0091 9.14 0.52 0.61 Or 12.23 12.45
Al2O3 16.48 101.96 0.1616 2 0.3233 323.26 18.32 10.71 Ab 30.71 33.2
Fe2O3 1.83 159.69 0.0115 2 0.0229 22.92 1.30 0.76 An 22.52 22.98
FeO 3.82 71.85 0.0532 1 0.0532 53.17 3.01 3.52 Di 2.17 2.18
MnO 0.08 70.94 0.0011 1 0.0011 1.13 0.06 0.07 Hy 10.32 10.47
MgO 2.8 40.3 0.0695 1 0.0695 69.48 3.94 4.61 Mt 2.64 1.95
CaO 5.42 56.08 0.0966 1 0.0966 96.65 5.48 6.41 Il 1.38 1.04
Na2O 3.63 61.98 0.0586 2 0.1171 117.13 6.64 3.88 Ap 0.56 0.53
K2O 2.07 94.2 0.0220 2 0.0439 43.95 2.49 1.46
P2O5 0.25 141.95 0.0018 2 0.0035 3.52 0.20 0.12 TOTAL 98.47 99.92

TOTAL 98.63 1.7641 100.00 100 An 34% 33%
Ab 47% 48%
Or 19% 18%

aAnalysis from Le Maitre (1976).
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Figure 3.5 Average degree of iron oxidation
(OxFe = Fe2O3/(Fe2O3 + FeO)) associated with total
alkalis of the alkalic and sub-alkalic volcanic rock
series (after El-Hinnawi, 2016b). As a magma
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3.2.2.4 Normative Mineralogy and Basalt
Classification

Thompson (1984) proposed a classification scheme
for basaltic rocks based upon the CIPW normative
proportions of Ne (and other feldspathoids), Ol, Di,
Hy and Q (see Appendix 3.1 for abbreviations). This
classification diagram (Figure 3.6) is an expanded
version of the Yoder-Tilley (1962) low-pressure
basalt tetrahedron (Figure 3.22a). The three equilat-
eral triangles of the diagram Ne–Ol–Di, Ol–Di–Hy
and Di–Hy–Q represent basaltic and related rocks
which are, respectively, undersaturated, saturated
and oversaturated with silica (Figure 3.6). Thus
silica undersaturated basalts (alkali basalts) are
characterised by normative Ol and Ne, silica satur-
ated basalts (olivine tholeiites) are characterised by
normative Hy and Ol, and silica oversaturated
basalts (quartz tholeiites) are characterised by nor-
mative Q and Hy.

Silica saturation is particularly important in bas-
altic magmas, because in dry magmas this single par-
ameter determines the crystallisation sequence of
minerals and evolution of the melt during fractional
crystallisation. Weight % normative compositions
(calculated assuming FeO/(FeO þ Fe2O3) ¼ 0.85, or
Fe2O3/FeO ¼ 0.18) are projected onto one of the three
triangles by summing the three relevant normative
parameters and calculating the value of each as a
percentage of their sum. The calculation and plotting
procedure for triangular diagrams is given in Section
3.3.3. This diagram is intended to be used with basalts
which have MgO > 6 wt.% and should not be used for
highly evolved magmas. Disadvantages of this classi-
fication are that it uses only about half of the calcu-
lated norm and so is not fully representative of the

rock chemistry. It is also sensitive to small errors in
Na2O and so is inappropriate for altered rocks.

3.2.2.5 Normative Mineralogy and Granite
Classification

The Ab–An–Or normative classification diagram of
Barker (1979) modified from O’Connor (1965) pro-
vides a convenient way of classifying felsic plutonic
rocks on the basis of their major element chemistry
(Figure 3.7). The normative calculation provides a
more accurate estimate of feldspar compositions
than a modal classification, for it reflects solid solu-
tion in the feldspars. The An–Ab–Or diagram repre-
sents a projection from quartz onto the feldspar face
of the normative ‘granite’ tetrahedron Q–Ab–An–Or.
The diagram can be applied to felsic rocks with more
than 10% normative quartz and is based entirely
upon the normative feldspar composition recast to
100%. The feldspar compositions in this classifica-
tion were originally calculated using the Barth-Niggli
molecular norm, although it is not clear whether this
procedure has been followed by all users. That said,
the plotting parameters in the Ab–An–Or projection
are within 2% of each other from either norm calcu-
lation scheme; this is illustrated in Table 3.3 where
the Ab–An–Or plotting parameters for a tonalite are
calculated using both the CIPW and the molecular
norm. Field boundaries of the original O’Connor
(1965) diagram were empirically defined from a data-
set of 125 plutonic rocks for which there was both
normative and modal data. Barker’s (1979) revised
classification has the advantage of field boundaries
which are clear and easy to reproduce, and which
effectively separate tonalites, trondhjemites, granites
and granodiorites from each other. The diagram can
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also be used (with caution) for deformed and meta-
morphosed granitic rocks, permitting an estimate of
their original magma type.

3.2.3 Classifying Igneous Rocks Using
Cations

The conversion of wt.% oxides to cations is calculated
in the same way as in the initial stages of the cation
norm calculation. The wt.% of the oxide is divided by
the equivalent weight of the oxide set to one cation. It
is sometimes alternatively expressed as the wt.% oxide
divided by the molecular weight of the oxide and
multiplied by the number of cations in the formula
unit. Thus the wt.% SiO2 is divided by 60.09.
However, the wt.% Al2O3 is divided by 101.96 and
then multiplied by 2. If millications are needed, then
multiply the cationic proportions by 1000. Worked
examples are given in columns 5 and 6 of Table 3.3.

3.2.3.1 The Jensen Plot

Jensen (1976) proposed a cation-based classification
scheme for sub-alkalic volcanic rocks. It is based upon
the cation proportions of Σ(Fe2þ þ Fe3þ þ Ti), Al and
Mg recalculated to 100% and plotted on a triangular
diagram (Figure 3.8b). The elements were selected on
the basis of their variability in sub-alkalic rocks, for the
way in which they vary in inverse proportion to each
other and for their stability under low grades of

metamorphism. Thus, this classification scheme can
be used successfully with metamorphosed volcanic
rocks that have experienced mild metasomatic loss of
alkalis – an advantage over other classification schemes
for volcanic rocks. However, this diagram is important
because it shows komatiites and komatiitic basalts as
separate fields from those of basalts and calc-alkaline
rocks and so is useful for Archean metavolcanic rocks.
The original diagram of Jensen (1976) was slightly
modified by Jensen and Pyke (1982), who moved the
komatiitic basalt/komatiite field boundary to a lower
value of Mg, and this is the version presented in
Figure 3.8b. The plotting parameters of the field
boundaries are taken from Rickwood (1989).

3.2.3.2 The Hanski Plot

The Hanski plot is also useful for distinguishing
between high-Mg rocks (Figure 3.8c). The diagram
is based upon the molecular proportions of Al2O3

and TiO2 (normalised to unity) and projected from
olivine. All the iron is assumed to be ferrous (Hanski
et al., 2001). The plotting parameters are as follows:

Al2O3½ � ¼ Al2O3= 2=3�MgO� FeOð Þ (3.3)

TiO2½ � ¼ TiO2= 2=3�MgO� FeOð Þ (3.4)

Figure 3.8c distinguishes between komatiites and
picrites and between Al- and Ti-enriched/depleted
komatiites. It has the advantage that rock or liquid
compositions with an olivine-controlled liquid-line-of-
descent will have constant [Al2O3] and [TiO2] values,
thus a fixed position on the plot. However, the dia-
gram does not distinguish between komatiites and
komatiitic basalts.

3.2.3.3 Classification of High-Mg Rocks
on the TAS Diagram

Although not a cation plot, it is relevant here to
consider the classification of high-Mg rocks within
the framework of the TAS diagram. Le Maitre et al.
(2002) sought to differentiate between picrites and
komatiites and other highly magnesian rocks on the
basis of their MgO and TiO2 content (see the shaded
region in Figures 3.1 and 3.8a).

3.2.4 A Combined Major Element Oxide
and Cation Classification for Granitoids

We recommend a major element scheme for distin-
guishing between groups of granitoids. We suggest
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composition after Barker (1979).
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equation [Al2O3] = Al2O3/(2/3 –

MgO – FeO) and [TiO2] = (TiO2/
(2/3 –MgO – FeO). (Hanski et al.,
2001)
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that this is superior to trace element classifications
since these can be distorted by the accumulation of
accessory mineral phases (Bea, 1996). The scheme
proposed here is non-genetic and so lacks any assump-
tion about the origin of the granitoid, thereby
avoiding some of the pitfalls of the SIAM-type granite
classification of Chappell and White (1974). Further it
avoids the less-intuitive approach of the R1-R2 clas-
sification proposed by de la Roche et al. (1980).

Instead, we follow the classification scheme of Frost
et al. (2001), modified by Frost and Frost (2008). The
‘Frost’ classification subdivides granitoids on the basis
of five indices:

1. an iron index
2. a modified alkali-lime index (after Peacock, 1934)
3. the aluminium saturation index
4. an alkalinity index
5. a feldspathoid saturation index.

These parameters are summarised in Table 3.4, plot-
ted in Figure 3.9 and discussed in more detail below.

The Fe-index separates those rocks enriched in Fe
from those that are not and identifies them as ferroan
or magnesian (Figure 3.9a). The index is calculated as
FeO* ¼ [FeO þ 0.9 Fe2O3/(FeO þ 0.9 Fe2O3 þ
MgO)] (wt.%) and the boundary between ferroan
and magnesian rocks fits the equation [FeO* ¼ 0.46 þ
0.005 SiO2] (Frost and Frost, 2008).

The modified alkali-lime index (MALI) reflects the
wt.% abundance of sodium and potassium relative to
calcium using the equation Na2O þ K2O � CaO.
When the MALI index is plotted against SiO2 it dis-
tinguishes between alkalic, alkali-calcic, calc-alkalic
and calcic compositions (Figure 3.9b). Rocks with
more than ~ 60% SiO2 are controlled by the abun-
dance and composition of feldspars and quartz; at
lower SiO2, the removal of augite during fractionation
exerts a dominant control on increasing MALI in the
residual magma.

The aluminium saturation index (ASI) is based on
molecular Al/(Ca � 1.67P þ Na þ K) and identifies
rocks as metaluminous or peraluminous (after Shand,
1947; Zen, 1988) (Figure 3.9c). Peraluminous varieties
(ASI > 1) have more Al than is needed to make
feldspars (molecular Na þ K < AI), whereas metalu-
minous varieties (ASI < 1) lack the necessary Al
needed to make feldspars (molecular Na þ K > AI).
Alkaline rocks are deficient in either alumina or silica
or both, and contain higher alkalis than can be
accommodated in feldspar alone.
The alkalinity index (AI) and the feldspathoid silica-

saturation index (FSSI) combine to discriminate
between alkaline rocks on the basis of alumina relative
to alkalis [AI ¼ molecular Al � (K þ Na)] as well as
between silica-saturated and undersaturated compos-
itions (Figure 3.9d). The FSSI is based on the molecular
norm using the equation Q � [Lc þ 2(Ne þ Kp)]/100.

On the basis of these five indices, it is possible to
classify the majority of granitoids.

3.2.5 The Chemical Classification
of Sedimentary Rocks

Most sedimentary rock classification schemes use
those features that can be observed in hand specimen
or thin section. In clastic rocks these are grain size and
the mineralogy of the grains and matrix (Milliken,
2014; Garzanti, 2019) and in limestones they are
depositional textures (Dunham, 1962) or grain com-
positions (Folk, 1959).
The chemical composition of clastic rocks is a com-

plex function of the composition of the protolith,
mediated by the processes of weathering, transport,
diagenesis and depositional environment. For this
reason the bulk-rock chemistry of a clastic sediment
is more useful in investigating processes such as
hydraulic sorting, chemical weathering and the
detrital mineralogy of the source than in rock

Table 3.4 Granite classificationa

Index Formula Units

1. Fe-index FeO/(FeO+MgO) Wt.% oxide
2. Modified alkali-lime index (MALI) Na2O + K2O – CaO Wt.% oxide
3. Aluminum-saturation Index (ASI) Al/(Ca � 1.67P + Na + K) Molecular
4. Alkalinity index (AI) Al � (K + Na) Molecular
5. Feldspathoid silica-saturation Index (FSSI) Q � [Lc � 2(Ne + Kp)]/100 Molecular norm

aAfter Frost et al. (2001) and Frost and Frost (2008).
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classification (Johnsson, 1993; Mangold et al., 2011;
Fedo et al., 2015). Nevertheless, there are now abun-
dant, precise elemental data for both coarse- and fine-
grained sedimentary rocks, and so, with the above
caveats in mind, some applications associated with
major element chemistry are presented below.

3.2.5.1 Sandstones

Sandstone geochemistry can be used to distinguish
between mature and immature varieties using the
relative abundances of quartz, feldspar þ clay, and
ferromagnesian minerals. Prolonged weathering
breaks down ferromagnesian minerals and so depletes

the sediment in Ti þ Mg þ Fe. In a similar way
through the breakdown of feldspars and micas the
sediment is depleted in K þ Na. This gives rise to an
increase in residual quartz (SiO2) and a high level of
compositional maturity as illustrated in Figure 3.10a
(Roser et al. 1996). Using these same principles for the
classification of sandstones and shales, Herron (1988)
plotted the parameters log (SiO2/Al2O3) against log
(Fe2O3T/K2O) (Figure 3.10b). The ratio Fe2O3T/
K2O is a measure of the stability of ferromagnesian
minerals and permits sandstones to be more success-
fully classified than simply using the K-Na scheme of
Pettijohn et al. (1972). Shales are identified on the
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Figure 3.9 Granite classification using major elements (after Frost et al., 2001 and Frost and Frost, 2008).
(a) The Fe-index distinguishes magnesian versus ferroan rocks on the basis of total iron in the rock calculated as
wt.% Fe-index = FeO + 0.9Fe2O3/(FeO + 0.9Fe2O3 + MgO). This is similar to the ‘calc-alkalic’ and ‘tholeiitic’
trends of Miyashiro (1974). The boundary fits the equation FeO* = 0.46 + 0.005SiO2. (b) The modified alkali-
lime index (MALI) reflects the wt.% relationship of Na2O + K2O – CaO relative to SiO2 and is a function of the
crystallising assemblage. This index separates the alkalic, alkali-calcic, calc-alkalic and calcic rocks from one
another. (c) The alumina saturation index (ASI) is based on molecular Al/(Ca – 1.67P + Na + K) and defines
rocks as metaluminous (ASI < 1) or peraluminous (ASI > 1). (d) The combination of the molecular alkalinity
index (AI) and the normative feldspathoid silica-saturation index (FSSI) identifies alkalic rocks, and SiO2-
saturated or under-saturated rocks, respectively. AI = molecular Al/(Ca – 1.67P + Na + K) (after Shand, 1947);
FSSI = normative Q � [Lc + 2(Ne + Kp)]/100.
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basis of their low SiO2/Al2O3. A further advantage of
the Herron classification is that it can be used to
identify shales, sandstones, arkoses and carbonate
rocks in situ from geochemical well logs using neutron
activation and gamma-ray tools (Herron and Herron,
1990). However, sediment classification diagrams
based on major elements must be applied with caution
as Na and K can be easily mobilised during diagenesis
and metamorphism. The degree of chemical alteration
can be evaluated using the alteration parameters listed
in Table 3.5 and is discussed further in Section 3.3.

3.2.5.2 Mudrocks

There is no widely recognised major element chemical
classification of mudrocks. This is surprising given
that they have a more variable chemistry than

sandstones. Whole-rock major element data are typic-
ally presented normalized to a reference composition
such as the Post-Archean Australian Shale (PAAS) of
Taylor and McLennan (1985). The index of compos-
itional variability (ICV) ([Fe2O3 þ K2O þ Na2O þ
CaO þ MgO þ MnO þ TiO2]/Al2O3) has also been
used to indicate increasing or decreasing proportions
of clay minerals on the basis that clay minerals have
greater amounts of alumina (Cox et al., 1995). More
recently Fazio et al. (2019) used Na2O versus SiO2

and Na2O versus Al2O3 (wt.%) to distinguish between
varieties of mudrock.

3.2.5.3 Limestones

Most carbonate rocks are dominated by calcite, dolo-
mite and their ferroan equivalents and contain only a
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Figure 3.10 Major element classification of
sediments. (a) Sandstone maturity as a
function of wt.% SiO2/20, K2O + Na2O,
and TiO2 + MgO + Fe2O3 (after
Kroonenberg, 1990). The mature
sandstones are nearest the SiO2 apex. (b)
Terrigenous sandstones and shales in a log
(Fe2O3/K2O) versus log (SiO2/Al2O3) plot
(after Herron, 1988). The numbers shown in
parentheses are the plotting coordinates for
the field boundaries expressed as [log (SiO2/
Al2O3), log (Fe2O3/K2O)].
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limited amount of other constituents. Consequently,
their major element chemistry is dominated by Ca,
Mg and Fe (Figure 3.11). Limestones and marbles
can be classified on the basis of their relative CaCO3

and MgCO3 content and divided into two main cat-
egories: magnesite (�50% MgCO3) and calcite-
dolomite [CaCO3–(Ca, Mg)CO3]. The calcite-dolomite
group can be further subdivided into six categories on
the basis of their purity (Carr and Rooney, 1983).
Future developments in this field include the use of

chemostratigraphy on carbonate cores using a hand-

held XRF. Yarbrough et al. (2019) used major elem-
ent analyses to better characterise the Upper Jurassic
reservoir facies of the carbonate Smackover
Formation, Alabama, and found that the elements
Al, Si, Ca, Ti and Fe were significant (>95% confi-
dence level) predictors of porosity.

3.2.6 Discussion

It can be seen from the above that there is no simple
major element chemical classification scheme for all
igneous rocks or for all sediments. The most effect-
ive classification is for fresh volcanic igneous rocks
using the TAS diagram. Plutonic rocks are more
complicated, although for granitic rocks the norma-
tive An-Or-Ab diagram is a good place to start,
followed by the use of major element oxide dia-
grams (Section 3.2.4) to recognize distinct chemical
groups of granitoids. There is no simple, uniformly
applicable classification scheme for sedimentary
rocks based on their major element compositions,
although in the future a more complex statistical
evaluation of major element compositions using
multivariate analysis is likely to provide better
insight to sediment genesis (Mongelli et al., 2006;
Hofer et al., 2013).

3.3 Variation Diagrams

A table of geochemical data from a particular igneous
province, metamorphic terrain or sedimentary succes-
sion may at first sight show an almost incomprehensible

MgCO3

CaCO3 FeCO3

dolomite ferroan
dolomite

magnesite

ankerite

siderite
calcite

aragonite

Figure 3.11 Carbonate rock classification. Carbonate
minerals stable at sub-greenschist (<250�C )
conditions (data from Anovitz and Essene, 1987).
Ca, Mg and Fe provide the dominant major element
components. Shaded areas signify solid-solution.

Table 3.5 Common major element indices associated with alteration of sedimentary rocks

Index Units Reference

Index of compositional variability (ICV)
[Fe2O3 þ K2O þ Na2O þ CaO þ MgO þ MnO þ TiO2]/Al2O3 Wt.% oxide Cox et al. (1995)

Plagioclase index of alteration (PIA)
[(Al2O3 � K2O)/(Al2O3 þ CaO þ Na2O � K2O)] � 100 Wt.% oxide Fedo et al. (1995)

Chemical index of weathering (CIW)
[Al2O3/(Al2O3 þ CaO þ Na2O)] � 100 Wt.% oxide Harnois (1988)

Chemical index of weathering without CaO (CIW0)
Al2O3/(Al2O3 þ Na2O) Wt.% oxide Cullers (2000)

Chemical index of alteration (CIA)
[Al2O3/(Al2O3 þ CaO* þ Na2O þ K2O)] � 100 Molar Nesbitt and Young (1982)

Chemical proxy of alteration (CPA)
100 � [Al2O3/(Al2O3 þ Na2O)] Molecular norm Buggle et al. (2011)

66 Using Major Element Data



variation in the concentration of individual elements.
Given that the samples are likely to be geologically
related, a major task for the geochemist is to devise a
way in which the variation between individual rocks
may be simplified and condensed so that relationships
between the individual samples may be identified. The
device which is most commonly used and has proved
invaluable in the examination of geochemical data is the
variation diagram. This is a bivariate graph on which
two selected variables are plotted. Diagrams of this type
were popularised as long ago as 1909 by Alfred Harker
in his Natural History of Igneous Rocks, and one par-
ticular type of variation diagram, in which SiO2 is plot-
ted along the x-axis, is known as the Harker diagram.

An illustration of the usefulness of variation
diagrams can be seen from a comparison of the data
in Table 3.6 and the variation diagrams plotted for the
same data (Figure 3.12). It is clear that the variation
diagrams have condensed and rationalised a large
amount of numerical information and show qualita-
tively that there is an excellent correlation (either
positive or negative) between each of the major
elements displayed and SiO2. Traditionally, this
strong geochemical coherence between the major
elements in a related suite of rock, in this case basalts
from a single volcano, has been used to suggest that
there is an underlying process which can explain the
relationships between the major elements.
Nonetheless, from the discussion in Chapter 2 on
closure and the problems associated with applying
univariate statistics to multivariate data, caution is
needed, and such correlations should always be
rigorously tested.

3.3.1 Recognising Geochemical Processes
on a Major Element Variation Diagram

Most trends on variation diagrams are the result of
mixing. In igneous rocks the mixing may be between
two magmas, because of the addition and/or subtrac-
tion of solid phases during contamination or frac-
tional crystallisation, or due to the addition of melt
increments during partial melting. In sedimentary
rocks trends on a variation diagram will also result
from mixing, but in this case it is the mixing of chem-
ically distinct components that defines the compos-
ition of the sediment. In metamorphic rocks trends
on a variation diagram will usually reflect the pro-
cesses in the igneous or sedimentary protolith, masked
to some degree by specific metamorphic processes

such as metasomatism, the chemical alteration of a
rock by non-deuteric fluids. In some instances, how-
ever, deformation can mechanically mix more than
one rock type, giving rise to a mixing line of meta-
morphic origin. Below we consider some of the more
important mixing processes.

3.3.1.1 Fractional Crystallisation

Fractional crystallisation is a major process in the
evolution of many igneous rocks and is frequently
the cause of trends seen on their variation diagrams.
The fractionating mineral assemblage is normally
indicated by the phenocrysts present. A test of crystal
fractionation may be made by accurately determin-
ing the composition of the phenocrysts using an elec-
tron microprobe and then plotting the compositions
on the same graph as the rock analyses. If trends on a
variation diagram are controlled by phenocryst com-
positions, it may be possible to infer that the rock
chemistry is controlled by crystal fractionation. It
should be noted, however, that (1) fractional
crystallisation may take place at depth in which case
the fractionating phases may not be represented in
the lower pressure and temperature phenocryst
assemblage and, as discussed below, that (2) miner-
alogical control can also be exercised by partial
melting processes.
The importance of fractional crystallisation was

expounded at length by Bowen (1928) in his book
The Evolution of the Igneous Rocks and who argued
that geochemical trends for volcanic rocks represent a
‘liquid line of descent’. This is the path taken by
residual liquids as they evolve through the differential
withdrawal of minerals from the magma. The ideas of
Bowen now need to be qualified in the context of
modern findings in the following ways:

1. Trends identical to those produced by crystal
fractionation can also be produced by partial
melting.

2. Only phenocryst-poor or aphyric volcanic rocks
will give a true indication of the liquid path.

3. Rarely does a suite of volcanic rocks showing a
progressive chemical change erupt in a time
sequence. Even a highly correlated trend on a vari-
ation diagram of phenocryst-free volcanic rocks
from a single volcano is unlikely to represent a
liquid line of descent. Rather, it represents an
approximation of the liquid line of descent of simi-
lar, overlapping, sub-parallel lines of descent.
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Table 3.6 Chemical analyses of rocks from Kīlauea Iki lava lake, Hawai‘ia

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

SiO2 48.29 48.83 45.61 45.50 49.27 46.53 48.12 47.93 46.96 49.16 48.41 47.90 48.45 48.98 48.74 49.61 49.20
TiO2 2.33 2.47 1.70 1.54 3.30 1.99 2.34 2.32 2.01 2.73 2.47 2.24 2.35 2.48 2.44 3.03 2.50
Al2O3 11.48 12.38 8.33 8.17 12.10 9.49 11.43 11.18 9.90 12.54 11.80 11.17 11.64 12.05 11.60 12.91 12.32
Fe2O3 1.59 2.15 2.12 1.60 1.77 2.16 2.26 2.46 2.13 1.83 2.81 2.41 1.04 1.39 1.38 1.60 1.26
FeO 10.03 9.41 10.02 10.44 9.89 9.79 9.46 9.36 9.72 10.02 8.91 9.36 10.37 10.17 10.18 9.68 10.13
MnO 0.18 0.17 0.17 0.17 0.17 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.17 0.18
MgO 13.58 11.08 23.06 23.87 10.46 19.28 13.65 14.33 18.31 10.05 12.52 14.64 13.23 11.18 12.35 8.84 10.51
CaO 9.85 10.64 6.98 6.79 9.65 8.18 9.87 9.64 8.58 10.55 10.18 9.58 10.13 10.83 10.45 10.96 11.05
Na2O 1.90 2.02 1.33 1.28 2.25 1.54 1.89 1.86 1.58 2.09 1.93 1.82 1.89 1.73 1.67 2.24 2.02
K2O 0.44 0.47 0.32 0.31 0.65 0.38 0.46 0.45 0.37 0.56 0.48 0.41 0.45 0.80 0.79 0.55 0.48
P2O5 0.23 0.24 0.16 0.15 0.30 0.18 0.22 0.21 0.19 0.26 0.23 0.21 0.23 0.24 0.23 0.27 0.23
H2O+ 0.05 0.00 0.00 0.00 0.00 0.08 0.03 0.01 0.00 0.06 0.08 0.00 0.09 0.02 0.04 0.02 0.04
H2O� 0.05 0.03 0.04 0.04 0.03 0.04 0.05 0.04 0.00 0.02 0.02 0.02 0.00 0.00 0.01 0.01 0.02
CO2 0.01 0.00 0.00 0.00 0.00 0.11 0.04 0.02 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.01

TOTAL 100.01 99.89 99.84 99.86 99.84 99.93 100.00 99.99 99.93 100.05 100.02 99.95 100.05 100.06 100.07 99.90 99.95

aData from Richter and Moore (1966), courtesy of the U.S. Geological Survey.
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As an example, the variation in composition of
olivine-rich basalts from the lava lake Kīlauea Iki,
Hawai‘i (Table 3.6), are presented as bivariate plots
(Figure 3.12). This variation is thought to be the
product of fractional crystallisation which was ‘con-
trolled principally by the physical addition or removal
of olivine phenocrysts’ (Richter and Moore, 1966).
A detailed comparison with olivine compositions indi-
cates that other phases were also involved in crystal
fractionation but that olivine was the major control.

3.3.1.2 Assimilation and Fractional Crystallisation

If phenocryst compositions cannot explain trends in a
rock series and a fractional crystallisation model does
not appear to work, it is instructive to consider the
possibility of simultaneous processes such as
assimilation of the country rock combined with

fractional crystallisation. Assimilation plus fractional
crystallisation, often abbreviated AFC, was first pro-
posed by Bowen (1928), who argued that the latent
heat of crystallisation during fractional crystallisation
can provide sufficient thermal energy to consume the
wall rock. Consequently, hot magmas undergoing
fractional crystallisation assimilate cool crust as a
consequence of heat transfer from the magma to
the crust.
Kuritani et al. (2005) illustrate this process for an

alkali basalt-dacite suite from the magma chamber of
the Rishiri volcano in northern Japan. They show that
major element variations in the lava suite can be
explained by mixing of a magma in the main magma
body with a melt transported from a mushy boundary
layer in the partially fused floor of the magma cham-
ber. A slightly different example comes from mantle
petrology where very high temperature melts have the
capacity to react with the rock through which they are
transiting, in particular, when the two are out of
equilibrium. A well-studied example is the reaction
between MORB melts and highly depleted
harzburgitic mantle. This reaction consumes ortho-
pyroxene and precipitates olivine, leading to dunite
channels in the harzburgite which indicate the route
followed by the migrating melt (e.g., Kelemen, 1990
and Kelemen et al., 1995).
It has been proposed that AFC processes can

result in the ‘decoupling’ of the major element
chemistry from that of the trace elements and/or
isotopes and so may not always be evident in the
major element data. For example, the contamin-
ation of a basalt precipitating olivine, clinopyroxene
and plagioclase will result in increased precipitation
of the fractionating minerals but may cause only a
minor change in the silica content of the liquid.
Trace element levels and isotope ratios, however,
might be changed and provide a better means of
recognising assimilation.

3.3.1.3 Partial Melting

Progressive fractional melting will show a trend on a
variation diagram which is controlled by the chemis-
try of the solid phases being added to the melt.
However, this can be very difficult to distinguish from
a fractional crystallisation trend on a major element
variation diagram, for both processes represent
crystal–liquid equilibria involving almost identical
liquids and identical minerals. One way in which pro-
gressive partial melting and fractional crystallisation
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Figure 3.12 Bivariate plots of major element oxides
versus SiO2. The data represent basaltic lavas from
the lava lake Kīlauea Iki associated with the
1959–1960 volcanic eruption of Kīlauea, Hawai‘i
(from Richter and Moore, 1966). A linear trend is
fitted for each of the oxides. The data are given in
Table 3.6.

3.3 Variation Diagrams 69



may be distinguished using major elements is if the
two processes take place under different physical con-
ditions. For example, if partial melting takes place at
great depth in the mantle and fractional crystallisation
is a crustal phenomenon, then some of the phases
involved in partial melting will be different from those
involved in fractional crystallisation. Trace elements
(discussed in Chapter 4) provide additional means of
discriminating between these two processes.

3.3.1.4 Mixing Lines in Sedimentary Rocks

Trends on variation diagrams for sedimentary rocks
may result from the mixing of the different compon-
ents which constitute the sediment. There are a
number of examples of this effect in the literature.
Bhatia (1983) in a study of turbidite sandstones from
eastern Australia presented bivariate plots
(Figure 3.13) in which there is a change in the miner-
alogical maturity, as evidenced by an increase in
quartz (SiO2) coupled with a decrease in the propor-
tions of lithic fragments and feldspar represented by
the other oxides.

3.3.1.5 The Identification of Former Weathering
Conditions in Sedimentary Rocks

A good measure of the degree of chemical weathering
can be obtained from the chemical index of alteration
(CIA; Nesbitt and Young, 1982):

CIA ¼ Al2O3= Al2O3 þ CaO∗ þNa2OþK2Oð Þ
(3.5)

Concentrations are expressed as molar values and
CaO* is CaO in silicate phases only. The index was
originally devised to reconstruct palaeoclimatic con-
ditions from early Proterozoic sediments in northern
Canada but has subsequently been used as a proxy to
quantify the intensity of chemical weathering in drain-
age basins (Shao et al., 2012).
An extension of the CIA index is the (CaO* þ

Na2O)–Al2O3–K2O triangular plot (Nesbitt and
Young (1984, 1989). On a diagram of this type the
initial stages of weathering form a trend parallel to the
tie between (CaO* þ Na2O) and Al2O3 of the dia-
gram, whereas advanced weathering shows a marked
loss in K2O as compositions move towards the Al2O3

apex (Figure 3.14a). The trends follow mixing lines
representing the removal of alkalis and in solution the
breakdown of first plagioclase and then potassium
feldspar and finally the ferromagnesian silicates.
Deviations from such trends can be used to infer
chemical changes resulting from diagenesis or
metasomatism (Nesbitt and Young, 1984, 1989).
This approach has also been applied to mudstones,
and the major and trace element chemistry of ancient
and modern muds can be used to determine the degree
of weathering in their source (Nesbitt et al., 1990).
Nesbitt and Young (1996) also proposed an A–

CNK–FM diagram which uses the molar proportions
of Al2O3–(CaO þ Na2O þ K2O)–(FeOT þ MgO) to
show those chemical changes in sediments which are a
function of grain size. It also demonstrates an increase
in the ferromagnesian component with decreasing
grain size (Figure 3.14b).

3.3.1.6 Artificial Trends

Sometimes trends on variation diagrams are artifi-
cially produced by the numerical processes used in
plotting the data rather than reflecting geochemical
relationships. This is well documented by Chayes
(1960) and Aitchison (1986), who have shown that
correlations in compositional data can be forced as a
result of the unit sum constraint (see Section 2.2).
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The most helpful way to circumvent this problem is
to examine trends on variation diagrams in the light of
a specific hypothesis to be tested. The closeness of fit
between the model and the data can then be used to
evaluate the hypothesis.

3.3.2 Selecting a Variation Diagram

Two main types of variation diagrams – bivariate
plots and ternary diagrams – are widely used by geo-
chemists and are considered here.

3.3.2.1 Bivariate Plots

The principal aim of a bivariate plot, such as that
illustrated in Figure 3.12, is to show variation between
samples and to identify trends. Hence the element
plotted along the x-axis of the diagram should be
selected either to show the maximum variability
between samples or to illustrate a particular geochem-
ical process. Normally, the oxide which shows the
greatest range in the dataset would be selected – in
many cases this would be SiO2, but with basic igneous
rocks it could be MgO and in clay-bearing sediments
Al2O3. The initial stage of a geochemical investigation
often requires the preparation of a large number of
diagrams in order to delimit the possible geological

processes operating. In such cases the initial screening
of the data is best done using a correlation matrix (see
Section 2.4.5) to explore for strong correlations.
However, it is important to remember that meaning-
less correlations can arise through a cluster of data
points and a single outlier. Similarly, poor correl-
ations can arise if the dataset contains multiple popu-
lations, each with a different trend. More normally,
and more fruitfully, most geochemical investigations
are designed to solve a specific problem and to test a
particular hypothesis – usually formulated from geo-
logical or other geochemical data. In this case the
plotting parameter for a variation diagram should be
selected with the process to be tested in mind. For
example, in the case of an igneous rock suite for which
a crystal fractionation mechanism is envisaged, then
an element should be selected which is contained in
the fractionating phase and that will be enriched or
depleted in the melt.

(a) Bivariate plots using SiO2 as the x-axis. These are
the oldest form of variation diagram and are one
of the most frequently used means of displaying
major element data (see Figures 3.12 and 3.13).
SiO2 is commonly chosen as the plotting param-
eter for many igneous rock series and for suites of
sedimentary rocks with a variable quartz content
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because it is the major constituent of the rock and
shows greater variability than any of the other
oxides. However, the very fact that SiO2 is the
most abundant oxide can sometimes lead to spuri-
ous correlations, as discussed in Section 3.3.2.2.

(b) Bivariate plots which use MgO as the x-axis.
Another common bivariate diagram uses MgO on
the x-axis instead of SiO2. This is most appropriate
for mafic and ultramafic suites in which the range of
SiO2 concentration may be small. MgO, on the
other hand, is an important component of the solid
phases in equilibrium with mafic melts, such as
olivine and the pyroxenes, and shows a great deal
of variation due either to the breakdown of magnes-
ian phases during partial melting or to their removal
during fractional crystallisation. Figure 3.15 shows
an olivine-controlled fractionation trend in
komatiites from the Belingwe greenstone belt in
Zimbabwe (data from Bickle et al., 1993). Mg#
(for definition, see subsection (e) below) is some-
times substituted for MgO, but the underlying
principle is the same – to use the component with
the greatest spread.

(c) Bivariate plots using cations. It is sometimes sim-
pler to display mineral compositions on a vari-
ation diagram if major element chemical data are
plotted as cation %, that is, the wt.% oxide value
divided by the molecular weight and multiplied by
the number of cations in the oxide formula and
then recast to 100% (see Section 3.2.2 and
Table 3.3). Alternatively, the results may be
expressed as mol %, that is, the wt.% oxide values
divided by the molecular weight and recast to
100% (see Section 3.2.2 and Table 3.3).

(d) Elemental weight ratio plots. The Al/Si versus Mg/
Si diagram is used to show differences in the
composition of meteoritic materials and identify
the processes operating during the differentiation
of the Earth’s mantle. These elements are chosen
because they represent the more refractory
elements formed during the condensation of the
solar nebula, and the ratio plot represents the
relative fractionation of the different planetary
materials. The plotting parameters are calculated
by reducing the oxide wt.% of each of the com-
ponents to their elemental wt.% concentrations;
that is, multiply Al2O3 by 0.529, SiO2 by 0.467,
and MgO by 0.603. In Figure 3.16 trends for
mantle peridotites and meteorites are plotted
together with the field for the likely chondritic

material parental to the Earth and the primitive
mantle compositions from Table 3.2.

(e) Bivariate plots using the magnesium number
(Mg#). The older geochemical literature carries a
large number of examples of complex, multi-
element plotting parameters which were used as a
measure of fractionation during the evolution of an
igneous sequence. These are rather complicated to
use and difficult to interpret, and have fallen into
disuse. One which is usefuland so survives, how-
ever, is based on the magnesium–iron ratio, the
so-called magnesium number. The magnesium–

iron ratio is particularly useful as an index of crys-
tal fractionation in basaltic liquids for here the
Mg-Fe ratio changes markedly in the early stages
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Figure 3.15 Oxides versus MgO variation for
komatiites from the Archaean Belingwe greenstone
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extended lines show that the fractionation trend is
principally controlled by olivine with the composition
Fo91–92. The slight scatter in the Na2O trend probably
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of crystallisation as a result of the higher Mg-Fe
ratio of the liquidus ferromagnesian minerals than
that of their host melts. The Mg# has been vari-
ously defined as follows: MgO/(MgO þ FeO þ
Fe2O3), 100 Mg/(Mg þ Fe2þ), (Mg/Mg þ Fetot),
and presented either by weight or atomic propor-
tions. We define theMg# as 100 � Mg2þ/(Mg2þ þ
Fe2þtot) calculated in atomic proportions. To cal-
culate the Mg# divide the wt.% oxide values for
MgO and FeOT (recalculated as Fe2þ) by their
respective molecular weights of 40.3 and 71.8.
Whenever the term Mg# is used, the formula used
should be specified.

3.3.2.2 Compositional Data
and Bivariate Diagrams

Statisticians have been warning geochemists about
their inappropriate treatment of compositional data
for several decades (Section 2.2.2.1). This criticism is
typified in the comment on bivariate diagrams by
Aitchison and Egozcue (2005), who state that
Harker diagrams are ‘best condemned as misleading
and best left out of any attempts to interpret compos-
itional variability’. A similar sentiment is put more
mildly by Buccianti and Grunsky (2014):
‘Compositional data analysis in geochemistry: Are
we sure to see what really occurs during natural pro-
cesses?’ This ongoing challenge to the time-honoured
treatment of compositional data, and in particular, its

representation on bivariate plots, presents the geo-
chemical community with a dilemma, but experience
seems to suggest that the challenge from the statistical
community is misplaced for several reasons:

1. Bivariate diagrams seem to work and yield geo-
logically meaningful results.

2. There is little evidence from the application of
the log-ratio approach, the recommended alter-
native (Section 2.7.1), that this methodology pro-
vides a deeper or superior understanding of
geochemical and petrological processes as dis-
played in bivariate plots. This may in part reflect
its dominant application to the compositional
analysis of soils, volcanic gases and water chem-
istry (see Buccianti et al., 2006), rather than the
geochemical data associated with geochemistry
and petrology.

3. Making geological sense of log-ratios is not
practicable. In 1989, Rock pointed out in
response to Aitchison that ‘abstract log ratio
variables (as proposed by the Aitchison log-
ratio technique) . . . cannot easily be related to
physical measurements’.

3.3.2.3 So Why Do Bivariate Plots Appear
to Work?

An essential element missing from the debate between
statisticians and geochemists over the use and misuse
of bivariate diagrams is an appreciation of the geo-
logical context. When a suite of samples is collected to
test a particular hypothesis or to investigate a particu-
lar process, the data are set in a particular context
which in turn places constraints on the interpretation
of the data. In other words – and this is a theme which
will recur throughout this text – geological field con-
trol is essential for the meaningful interpretation of
geochemical data.
Cortés (2009) takes issue with the criticism of

bivariate diagrams by Aitchison and Egozcue
(2005) and argues that bivariate diagrams ‘are not a
correlation tool but [rather] a graphical representa-
tion of the mass actions and mass balances in the
context of a geological system’. They serve as a
simple display of evolutionary trends which are
thought to represent a process or set of processes;
the trends observed, ‘spurious or not, are given by
the law of mass action’. Hence the expectation is not
to discover the covariance structure associated with
these trends, but rather to interpret them within a
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geological context, and where trends are observed
these may be used as robust evidence of the link
between samples. He further argues that trends on
bivariate diagrams can be used quantitatively to cal-
culate the proportion of species involved in a particu-
lar geological process. For example, he suggests that
a suite of basalts from a particular lava flow might be
collected because they are expected to be chemically
related. If, in addition, there is field evidence to
suggest that these basalts have experienced a
common process such as olivine fractionation, then
there is a testable hypothesis as to the nature of their
relationship. Thus, Cortés (2009), following
Rollinson (1992), cites the major element oxide data
for samples from the Kīlauea Iki lava lake
(Table 3.6, Figure 3.12) which show near perfect,
but allegedly spurious, correlations. In line with the
geological context, however, the trends confirm a
common magmatic origin – the working hypothesis
behind the data collection. Further, in the context of
mass balance, the variation between samples can be
shown to be consistent with olivine addition and
removal, again the working hypothesis set by the
geological context.
We support the logic of Cortés (2009) and argue

that given a geological context, bivariate plots can
be an important exploratory tool for the visualisa-
tion of geochemical data, a point which is also
acknowledged by Egozcue (2009) in his response to
Cortés’s (2009) critique. Thus, a suite of bivariate
plots for a single dataset remains a powerful tool for
understanding geological processes. This conclusion
is entirely consistent with the view of log-ratios
expressed by Rock (1989). Geochemists work with
rock compositions in which, for the most part, vari-
ation is controlled by minerals with fixed stoichio-
metries and together these data must be interpreted
within the geological context in which the samples
were found.
The preceding discussion argues that compos-

itional data analysis may tell us that the correlation
coefficient computed for a particular trend is not
meaningful and that the correlation is spurious;
nevertheless, the trend may be real and have geo-
logical meaning. In the case of bivariate major elem-
ent plots, it is not the value of the correlation
coefficient that is important; rather, it is the presence
and shape (linear, curvilinear or kinked) of the trends
that are significant. These are the properties that
need to be interpreted.

3.3.3 Ternary Diagrams

Ternary diagrams, also known as triangular or trivari-
ate diagrams or plots, are used when it is necessary to
show simultaneous change between three variables.
There are statistical problems associated with the plot-
ting of data on ternary diagrams (Section 2.9) and
they must be used with care. The plotting procedure
for ternary diagrams is described in Figure 3.17. This
can be carried out using an Excel macro that projects
orthogonal coordinates onto triangular geometry.
These include the free online ‘Triangular Graph
Constructor’, ‘Ternary Plot Generator’, or TRI-
PLOT (Graham and Midgley, 2000).

3.3.3.1 The AFM Diagram

The igneous AFM diagram (not to be confused with
the metamorphic diagram of the same name) is used
to distinguish between the tholeiitic and calc-alkaline
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Figure 3.17 The plotting procedure for triangular
diagrams. To plot a single point for the variables
A = 54%, B = 27.6% and C = 18.4% on a triangular
diagram, follow this procedure. Variable B is 100% at
the top of the plotting triangle and 0% along the base
of the triangle. Counting upwards from the base (the
concentrations are given on the right-hand side of the
triangle), draw the horizontal line representing 27.6%.
In a similar way draw the line representing A = 54%
parallel to the right side of the triangle. The point at
which the two lines intersect is the plotting position.
To check that it has been accurately located, the line
for variable C at 18.4% should pass through the
intersection of the two other lines.
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differentiation trends of the sub-alkaline magma series
(Figure 3.18). The diagram takes its name from the
oxides plotted at its apices: Alkalis (Na2O þ K2O),
FeOT and MgO. The plotting parameters are calcu-
lated by summing the oxides (Na2O þ K2O), (FeO þ
Fe2O3) recalculated as FeO, and MgO; each compon-
ent is then recalculated as a percentage of the total.
Historically, ambiguity exists over the treatment of
Fe, but the standard today is that F should reflect all
Fe as FeOT to accommodate most modern analytical
data for which the separate oxidation states of iron
have not been determined.

Most authors use oxide wt.% data when plotting an
AFM diagram, but in some cases atomic proportions
are used. Since data points plot in different positions
depending upon the calculation method (Barker,
1978), it essential to specify which method has
been adopted.

The boundary between the calc-alkaline and the
tholeiite series on the AFM diagram has previously
been defined by Kuno (1968) and Irvine and Baragar
(1971) (Figure 3.18a). Both authors use wt.% oxide
and represent F as FeOT. Kuno’s boundary defines a
smaller field for the tholeiitic suite than that of Irvine

and Baragar (Figure 3.18a). Here we define a new
boundary curve which better discriminates between
the two magma series. We have used representative
data for tholeiitic and calc-alkaline lavas from
Icelandic lavas and lavas from the Cascades of the
western United States, respectively. Our result is
shown in Figure 3.18b, and the coordinates for the
new curve and details of the analyses used are
described in the figure caption.
It is important to note that the AFM diagram is

limited in the extent to which quantitative petroge-
netic information may be extracted. This is a func-
tion of the way in which ternary plots are
constructed, for they use percentage data, not
absolute values, and use only a part of the rock
chemistry. In most rocks the A–F–M components
make up less than 50% of the total oxide weight
percentage and they are therefore a sub-
composition of the rock chemistry. In addition,
when a compositionally varied rock series is plot-
ted, different proportions of each sample are nor-
malised to 100%, and so the relationship between
the plotted values is distorted. For example, in a
series of volcanic rocks in the compositional range
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Figure 3.18 The AFM diagram. This diagram distinguishes between the calc-alkaline (CA) and tholeiitic (TH)
rock series. The data points shown represent � 1100 analyses (~500 tholeiitic Icelandic lavas = filled symbols;
~ 600 calc-alkaline Cascade lavas from the western United States = open symbols) taken from www.earthchem
.org/portal (NAVDAT and USGS databases). All Fe was converted to FeOT. Only complete analyses with
reported locations, low LOIs (< 3 wt.%), and appropriate Na2O + K2O (to exclude alkaline rocks) were used.
The data shown here were randomly selected from the filtered dataset and plotted using Tri-plot (Graham and
Midgley, 2000). (a) The boundaries of Irvine and Baragar (1971) and Kuno (1968). (b) The new boundary curve
recommended here. The coordinates for the curve are A, F, M: 11, 39, 50; 14, 50, 36; 18, 56, 26; 28, 52, 20; 40,
45, 15; 70, 26, 4). ba, basalt; an, andesite; da, dacite; rh, rhyolite.
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basalt to dacite about 40% of the basalt major
element chemistry is used when plotting onto an
AFM diagram, whereas only about 15% of the
dacite major element chemistry is used. For these
reasons, the main use of AFM diagrams is to sub-
divide the sub-alkaline rock series into tholeiitic
and calc-alkaline magma types as discussed above.

3.3.4 Interpreting Trends
on Variation Diagrams

From the discussion above of bivariate and trivariate
plots, it is clear that there are a variety of processes
which can produce similar looking trends on major
element variation diagrams. It is important therefore
to discover the extent to which these various processes
might be distinguished from one another and identified.

3.3.4.1 Extract Calculations

One approach is to try to calculate the composition of
the materials added to or subtracted from a magma and
to quantify the amount of material involved. This may
be done using an extract calculation, a method described
in some detail by Cox et al. (1979). The method is
illustrated in Figure 3.19a in which the chemical com-
positions (expressed in terms of variables A and B) of
both minerals and rocks are plotted on the same vari-
ation diagram. Mineral X crystallises from liquid L1 and
the residual liquid follows the path to L2. The distance
from L1 to L2 will depend upon the amount of crystal-
lisation of mineral X. This may be quantified as follows:

the amount of liquid L2 is proportional to the

distance X�L1

the amount of mineral X is proportional to the

distance L1�L2

Therefore,

the percentage of L2 ¼ 100�XL1=XL2

the percentage of X ¼ 100� L1L2=XL2

This relationship is known as the lever rule.
If there are two or more minerals crystallising sim-

ultaneously from liquid L1 in such proportions that
their average composition is C (Figure 3.19b, c), then
the liquid path will move from C towards L2. The
proportion of solid to liquid will be given by the ratio
L1L2:CL1. The proportions of the minerals X and
Y in Figure 3.19b is given by YC:XC. In these vari-
ation diagrams the predicted trends form straight
lines. However, minerals whose compositions vary
because of solid solution will produce curved trends
during fractionation (Figure 3.19d).
It is also possible to use extract diagrams to seek to

understand partial melting processes. However, in
practice extract calculations are inexact for often the
minerals involved have complex solid solutions. In
addition there may be statistical uncertainties in fitting
a straight line through the trend on a variation
diagram (Cox et al., 1979). For these reasons the
differences between mineral melt equilibria in melting
reactions and during fractional crystallisation may be
difficult to resolve.
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Figure 3.19 Mineral extract calculations. (a) Mineral X is removed from liquid L1 and the liquid composition
moves from L1 to L2; (b) mineral extract C (made up of minerals X and Y) is removed from liquid L1 and drives
the liquid composition to L2; (c) mineral extract C (made up of the minerals X, Y and Z) is removed from liquid
L1 and drives the resultant liquid composition to L2; (d) mineral X is a solid solution made up of components Xa
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mineral extracts incrementally change the composition of the liquid from L1 to L2 along a curved path.
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3.3.4.2 Addition–Subtraction Diagrams

An alternative approach to identifying the composition
of the solid phase during magmatic fractionation is to
use an addition–subtraction diagram to calculate the
composition of the fractionating phase or phases. In
this case the entire major element chemistry of two or
more rocks is used and plotted on a bivariate diagram
as is shown in Figure 3.20. Back projection of the data
shows that five of the elements reduce to zero at 41.5%
SiO2, consistent with olivine control. The composition

of the olivine can be estimated from the diagram, and a
simple calculation shows that composition A can be
converted to composition B by the removal of 15%
olivine. This result would be confirmed from the pres-
ence of olivine phenocrysts in the lava.

3.3.4.3 Limitations to the Application
of Extract Calculations

In some volcanic rocks it may be difficult to perform
an extract calculation because of the large number of
phenocryst phases involved. For example, some
evolved calc-alkaline lavas may have undergone frac-
tionation of the total assemblage olivine-clinopyrox-
ene-biotite-plagioclase-potassium feldspar-sphene-
apatite-magnetite in a series of magma chambers prior
to eruption. A further complication is that the close
chemical equivalence of mineral assemblages such as
plagioclase þ olivine, orthopyroxene þ augite þmag-
netite and hornblende can give rise to some ambiguity
of interpretation (Gill, 1981).
Other limitations to extract calculations are when

the observed liquid line of descent is in reality a mix of
several lines, when the compositions of the crystallis-
ing phases change during the process of fractionation
with the changing composition of the magma and
when the phenocrysts present in lava are not represen-
tative of the fractionating phases.

3.3.4.4 Trends Showing an Inflection

Some variation diagrams are segmented and show
an inflection point. The inflection generally indi-
cates either the entry of a new phase during crystal
fractionation or the loss of a phase during partial
melting. This is illustrated with the data of Garcia
et al. (2018) for basaltic glasses from the
Keanakāko‘i Tephra from Kīlauea, Hawai‘i
(Figure 3.21). Data plotted on MgO variation dia-
grams for the oxides CaO, FeOT, Al2O3, and
K2O show that at �7 wt.% MgO, CaO and Al2O3

increase as MgO decreases, whereas below 7 wt.%
MgO the oxide concentrations of CaO and Al2O3

decrease and FeOT and K2O increase. These trends
suggest that at MgO concentrations �7 wt.% the
changing melt compositions are controlled by oliv-
ine fractionation during which MgO is removed
from the melt and the relative proportions of
residual CaO and Al2O3 increase. At MgO concen-
trations <7 wt.% the co-precipitation of plagioclase
and clinopyroxene reduce the absolute amount of
CaO and Al2O3 in the melt and the relative
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calculation of the composition of the fractionating
phase in magmatic rocks. Using samples A and B it
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rock A to produce composition B.
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proportions of FeOT and K2O increase due to the
constant sum effect (Section 2.2.2.1).
Inflections will be apparent on variation diagrams

of a rock series only if the chemistry of the extracted
phase is reflected in the plotting parameters. However,
when inflections are present they should be located at
the same point in the rock series as is the case for the
Hawaiian data shown in Figure 3.21. Inflections are
most obvious when the number of fractionating min-
erals is small as in basaltic melts. In calc-alkaline
volcanic rocks, where the number of fractionating
phases is large, the entry or exit of a single phase
may not sufficiently affect the bulk chemistry of the
melt to be seen on a variation diagram.

3.3.4.5 Scattered Trends

Observation shows that some variation diagrams
define well-constrained trends whereas others do

not. For example, the data for Kīlauea Iki illus-
trated in Figure 3.12 show very clear trends which
are indicative of one main geological process. In
contrast the data for the Australian sandstones
illustrated in Figure 3.13 shows more scattered
trends, as do some of the trends in the data for the
Limpopo Belt tonalitic and trondhjemitic gneisses
listed in Table 2.2.
In general terms, scattered trends on variation

diagrams may arise through the following:

• Sampling error: For example, samples may have
been collected over a wide area but they are not all
genetically related. Alternatively, an unintended
bias may be present in the sampling process.

• Analytical error: Scatter on variation diagrams can
arise through uncertainties in the analytical meas-
urements or when measurements on subsets of the
data have been made in different laboratories.
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• The operation of multiple geological processes: In
the case of the data for the Belingwe Greenstone
Belt (Figure 3.15) the greater scatter associated with
Na2O versus MgO might indicate a primary control
by olivine fractionation combined with secondary
scatter due to Na mobility related to late fluid move-
ment through the rock.

• In sedimentary rocks scatter may be a function of
the mixing processes leading to the formation of
the sediment.

• In metamorphic rocks scattered trends may reflect
the geochemical imprint of a metamorphic process
on earlier igneous or sedimentary processes.

• In igneous rocks a scattered trend can arise for a
number of reasons: these include the mixing of melt
and cumulus minerals due to either the accumula-
tion of phenocrysts in a lava or the formation of a
cumulate rock in a magma chamber, the sampling
of multiple magma compositions in a lava pile, and/
or a change in the fractionating assemblage during
fractional crystallisation.

3.3.5 Modelling Major Element Processes
in Igneous Rocks

Computer-based modelling offers a quantitative alter-
native to the deductive use of variation diagrams for
investigating petrological processes. There are two
approaches. Forward modelling begins with a known
starting composition and determines how this com-
position will evolve to a derivative or daughter

composition given specific physical conditions.
Inverse modelling begins with a derived composition
and works ‘backwards’ to determine the composition
of the parent. If both starting and end compositions
are known, as for example in a volcanic series, it is
possible to explore the processes that might link the
two. These might include the addition or removal of
mineral phases, changes in pressure and temperature
during the evolution of the magma, and/or the
amount of H2O present in the melt. Models of this
type are designed to use real analytical data in order
to test specific hypotheses regarding magma genesis
and they provide feasible but not necessarily unique
pathways of magma evolution. If a rock has a com-
plex history, the modelling may be better formulated
as a series of steps.
The success of any model is estimated from the

residuals of the calculation, that is, the difference
between the actual and calculated compositions
(Table 3.7). In addition all model results should be
evaluated petrologically and the relative propor-
tions and composition of the calculated fractionat-
ing phases should be compared with the phenocryst
assemblage present in the sample suite. A computer
model will normally produce a ‘best-fit’ solution,
although it is important to stress that the result
may be non-unique and that the ‘solution’ is not
always correct. For this reason, many workers test
models based on major element chemistry with fur-
ther calculations based upon trace element and/or
isotopic data.

Table 3.7 Petrological mixing calculation for differentiated of Kīlauea lavas, Hawai‘ia

Parent Differentiate Minerals removed from parent Residuals

Olivine Augite Plagioclase Ilmenite Max. Min.

1955
components

1921 1955E, MgO = 5.39 3.00 22.42 21.84 1.66

Composition
(wt.%)

100 51.08 Fo70 An61 0.005 0.00

1977
components

1961 1977, MgO = 5.34 3.85 17.31 15.29 0.58

Composition
(wt.%)

100 62.97 Fo77.1 An68.4 0.006 0.001

1977
components

1961 1977, MgO = 5.89 3.20 12.80 10.31 0.29

Composition
(wt.%)

100 73.39 Fo77.1 An69.38 0.01 0.001

aData from Wright and Marsh (2016).
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3.3.5.1 Modelling Fractional Crystallisation

In their simplest forms, fractional crystallisation
models take the general form

rock A starting pointð Þ � mineral Xþmineral Yð
þ mineral ZÞ ¼ rock B end pointð Þ:

This generalised equation can be rearranged to
solve for any of the parameters involved such as
the parent melt, the derived melt or the crystallising
assemblage. For a given silicate liquid, the aim of
the modelling is to determine the nature of crystal-
lising phase, the composition of the melt at the
different stages during its evolution, the tempera-
ture of crystallisation, and the crystallisation
sequence of the phases. Three different approaches
are used:

1. The calculation of the distribution of major
elements between mineral phases and a coexisting
silicate melt from experimental phase equilibria
using regression techniques.

2. The determination of mineral–melt equilibria from
measured distribution coefficients.

3. The application of equilibrium thermodynamic
models for magmatic systems. These require valid
mixing models for the liquid and an internally
consistent set of solid–liquid thermochemical data.

Wright and Marsh (2016) performed fractional
crystallisation calculations (Table 3.7) for Kīlauea
volcano, Hawai‘i, using a least squares regression
technique. The purpose of the study was to test
whether or not the more differentiated lavas erupted
from Kīlauea’s East Rift Zone were derived from
the more primitive compositions from the Kīlauea
caldera summit more than 30 km to the west. Using
the oxide compositions of phenocrysts combined
with whole rock compositions and the temperature
of the presumed parents, they were able to deter-
mine the percentages of olivine, augite, plagioclase
and ilmenite necessary to generate the differentiated
lavas from the assumed parent composition. The
very low values calculated for the maximum and
minimum residuals in Table 3.7 confirm the reason-
ableness of the results.
The thermodynamic modelling of phase equilib-

ria offers a powerful approach for investigating
processes in magmatic systems. Of the software
packages available, the MELTS (http://melts.ofm-
research.org) suite of programs is widely used.

These programs permit the calculation of equilib-
rium phase relations for mafic magmatic systems
(Ghiorso and Sack, 1995; Asimow and Ghiorso,
1998) and felsic systems (Gualda et al., 2012;
Ghiorso and Gualda, 2015) over a broad range of
temperatures and pressures (500–2000�C, 0–2 GPa).
They are used to explore magmatic processes such
as adiabatic decompression melting, energy-
constrained assimilation and, post-entrapment crys-
tallization in melt inclusions. They also permit the
evaluation of oxygen fugacity in magmatic systems
and monitor magmatic evolution along specified
oxygen buffers. In addition, it is possible quantify
the amount of water present in a magmatic system
and model this as a function of temperature, pres-
sure and liquid composition.
Garcia et al. (2018) used AlphaMELTS, the menu-

driven interface to subroutines of MELTS (Smith and
Asimow, 2005), to constrain the petrogenesis of the
Keanakāko‘i Tephra from Kīlauea in Hawai‘i
(Figure 3.21). They showed through the forward mod-
elling from inferred parent compositions that the
tephra must have formed under conditions of low
pressure, low water content and low oxygen fugacity
(Figure 3.21). Although the model did not constrain
all subsets of the data, it provides a theoretical con-
straint on the petrogenesis of a significant part of the
Keanakāko‘i Tephra.

3.3.5.2 Modelling Fractional Crystallisation
and Assimilation

The MELTS software is also incorporated into a
comprehensive modelling program known as the
Magma Chamber Simulator (MCS) of Bohrson
et al. (2014) (https://mcs.geol.ucsb.edu/). The MCS
integrates major element, trace element and isotopic
data into an energy- and mass-constrained open-
system thermodynamic computational tool. It uses
energy-constrained assimilation-fractional crystal-
lization equations that account for heating and par-
tial melting of crustal wall rock. Heinonen et al.
(2016, 2019) used the MCS to constrain the petro-
genesis of Karoo flood basalts from Vestfjella in
western Dronning Maud Land, Antarctica. They
were able to show that the Vestfjella continental
flood basalts could be produced by minor (1–15
wt.%) contamination of asthenospheric parental
magmas with lithospheric melts. Their work implies
that estimates for the degree of contamination of
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continental flood basalts by the continental litho-
sphere are likely to be overestimated (Heinonen
et al., 2016).

3.4 Diagrams on Which Rock Chemistry
and Experimentally and Thermodynamically
Determined Phase Boundaries Are
Plotted Together

A number of igneous systems have been sufficiently
well determined in the laboratory to allow the geo-
chemist to interpret natural rock compositions in
the light of experimentally determined phase
boundaries. Increasingly, laboratory data for a
system such as mantle peridotite are synthesised
from a variety of sources, parameterised, and the
results extrapolated using thermodynamic model-
ling to be widely applicable across a range of
melting conditions and source compositions.
Diagrams of this type seek to simplify multivariate
experimental data sets by projecting the results onto
a two-dimensional plane and allowing natural rock
data to be projected onto them in a similar manner
for interpretive purposes.

Historically, the purpose of many experiments on
basaltic and granitic systems was to determine the
composition of primary magmas using simplified
rock compositions. However, there are problems
with this approach for its success depends upon the
extent to which the system under investigation
matches the natural rock composition; it is now
known that presence of only a few percent of an
additional component may dramatically change
the position of the phase boundaries. Further it is
also apparent that some (felsic) rock compositions
do not always equate to melt compositions.

In the classical literature the results of multi-
oxide experimental studies were projected from a
tetrahedron into a planar representation. More
recently, the results of experimental studies tend to
be expressed in a series of bivariate plots which are
simpler to interpret and do not require complex
projection procedures. However, there remain a
number of projections still in use, and since they
are still sometimes referred to, they are described
briefly below and summarized in Box 3.2. Each
projection is slightly different and has distinct rules.
A more general approach to transforming data from
quaternary systems into ternary plots is given in the

works of Maaloe and Abbott (2005) and Shimura
and Kemp (2015).

3.4.1 Melting the Mantle

The mineralogy of the upper mantle can be simplified to
the phases olivine þ orthopyroxene together with minor
amounts of clinopyroxene and an aluminous phase
(either plagioclase, spinel or garnet depending on pres-
sure). Chemically, the rocks of the mantle simplify to the
oxides CaO–MgO–Al2O3–SiO2, often abbreviated to
CMAS. Together with Na2O (CMASN) this simplified
system also represents the compositional range of most
basaltic melts. These mineralogical and chemical
systems are the basis for many common projection
schemes used to represent mantle melting processes
and the evolution of basaltic melts. The most commonly
used include the following:

1. The Yoder and Tilley (1962) scheme based upon
the main normative minerals observed in basalts
(diopside–olivine–anorthite–quartz–nepheline).

2. The CMAS system of O’Hara (1968) based on
the oxides CaO–MgO–Al2O3–SiO2 as indicated
above.

The two schemes are broadly parallel inasmuch as
diopside ¼ C, olivine ¼ M, anorthite ¼ A, quartz ¼
S, and nepheline ¼ Na2O.

Box 3.2 Summary of diagrams in which rock chemistry can be
plotted with experimental data discussed in Section 3.4

...............................................................................................................................................................................................................................................................................

Melting the mantle
The Yoder–Tilley CIPW normative tetrahedron

The normative Ne-Di-Ol-Hy-Q diagram
Projections in Ol-Pl-Di-Q
The low-pressure tholeiitic phase diagram of
Cox et al. (1979)

CMAS diagrams
Diagrams of O’Hara (1968)
Expanded CMAS (Herzberg and O’Hara, 2002)

FeO-MgO plots
Melting mafic crust
Melting felsic (continental) crust
The granite system
Partial melting of crustal rocks
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3.4.1.1 The Yoder and Tilley CIPW
Normative Tetrahedron

The normative nepheline–diopside–olivine–quartz
tetrahedron was originally proposed by Yoder and
Tilley (1962) for the classification of basalts as illus-
trated in Figure 3.22a and discussed in Section 3.2.
The tetrahedron has also been extensively used for
comparing the results of experimental studies on
mantle peridotites with the chemical composition of
basalts and is the focus of this discussion. A variety of
projection procedures have been used and these are
outlined below.

(a) The normative Ne–Di–Ol–Hy–Q diagram. This
diagram in Figure 3.6 represents the full range of
compositions considered in the Yoder and Tilley
(1962) tetrahedron (Figure 3.22a) and as previ-
ously noted is a means of classifying basalts using
their CIPW normative compositions (Thompson,
1984). It can also be used to display experimental
and natural rock data for basalts which range
from saturated to undersaturated compositions
(Thompson, 1984; Gibson et al., 2000) and to

show the changing composition of initial melts
of different mantle compositions, produced at dif-
ferent pressures (Figure 3.22b).

The calculation procedure is as follows:

• CIPW normative compositions are calculated on a
wt.% basis and plotted on one of the three triangles.

• Fe2O3 is calculated as 15% of the total iron content.

An example of how the diagram may be used is given
in Figure 3.22b, which shows the fields of flood basalts
and ferro-picrites from the Parana province (Gibson
et al., 2000) together with the 1 atm and 9 kb cotectics
for melts in equilibrium with olivine, plagioclase and
clinopyroxene (data from Thompson, 1983).
A variant of the diagram is used by Falloon et al.
(2001) in which the Ne-apex is replaced by jadeite þ
Ca-Tschermak’s þ leucite (Jd þ CaTs þ Lc). In this
case molecular norms are projected from olivine onto
Di–Qz–Jd þ CaTs þ Lc and from diopside onto Ol–
Qz–Jd þ CaTs þ Lc.

(b) Projections in the tholeiitic basalt tetrahedron Ol–
Pl–Di–Q. A restricted portion of the Yoder and
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plane of silica 
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alkali
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group
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group
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Figure 3.22 (a) The normative diopside (Di)–nepheline (Ne)–forsterite (Fo)–enstatite (En)–quartz (Q)–albite
(Ab) tetrahedron after Yoder and Tilley (1962) showing the diopside–albite–forsterite plane of silica
undersaturation, compositions to the left of which contain normative nepheline, and the diopside–albite–
enstatite plane of silica saturation, compositions to the right of which contain normative quartz. (b) The planar
projection of the Yoder and Tilley tetrahedron showing the expanded Di–Fo–En face and extensions into
Ne-normative undersaturated compositions and Q-normative saturated compositions. Also shown are wt.%
normative data for ferro-picrites and flood basalts from the Parana province together with low-pressure and
high-pressure cotectics for liquids in equilibrium with Ol, Pl, and Cpx from Thompson et al. (1983). (After
Gibson et al., 2000, with permission from Elsevier)
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Tilley (1962) diagram – the silica-saturated, tho-
leiitic basalt segment of the tetrahedron –

delimited by the phases olivine–plagioclase–diop-
side–quartz has also been used extensively for
demonstrating relationships between melting
experiments and mafic igneous rocks. In this case
four different algorithms by Walker et al. (1979),
Elthon (1983), Grove (1993) and Presnall et al.
(2002) have been devised for plotting experimen-
tal and rock data (Figures 3.23 and 3.24). Because
the plotting parameters are slightly different from
each other, and the allocation of Fe between Fe2þ

and Fe3þ also differs, it is important to note which
plotting procedure is used in any given projection
of the data. An example of each of the calculation
schemes is presented in Table 3.8.

Presnall et al. (2002) recalculated rock compositions
as CIPW norms, setting the Fe2þ/(Fe2þ þ Fe3þ) ratio to
0.91. The mineral proportions are expressed as mole
percent and the plotting parameters are defined as
follows:

Pl ¼ Al2O3 �K2O

Di ¼ CaOþK2OþNa2O�3:33P2O5�Al2O3

Ol¼ MgOþFeOþMnOþ3:33P2O5þAl2O3�TiO2ð
�Cr2O3�Fe2O3�CaO�K2O�Na2OÞ=2

Q¼SiO2�5:5 K2OþNa2Oð Þ�0:5 Al2O3þMgOð
þFeOþMnO�TiO2�Fe2O3Þ�1:5CaOþ5P2O5

Hypersthene is calculated as equivalent olivine and
quartz. The main projections in the tetrahedron Di–
Ol–Pl–Q are from diopside onto the Pl–Ol–Q face,
and from plagioclase onto the Di–Ol–Q face. In the

case of the plagioclase projection, the proportions of
Di, Ol and Q are normalised to their sum and plotted
on a molecular basis. The diopside projection is calcu-
lated in a similar manner (see Table 3.8). An example
of the use of this projection scheme is shown in
Figure 3.23, the projection of MORB glass compos-
itions from Di onto the Pl–Ol–Q face and from Pl
onto the Di–Ol–Q face of the tholeiitic basalt tetrahe-
dron Ol–Pl–Di–Q (data from Presnall et al., 2002).
Walker et al. (1979) developed a different algo-

rithm for plotting data in the same projections,
although the end result is similar to that of Presnall
et al. (2002). Weight % oxides are divided by their
molecular weight to obtain molecular proportions,
all Fe is presented as FeO, and the plotting param-
eters are calculated from the molecular proportions
as follows:

PLAG ¼ Al2O3 þNa2OþK2O

DI ¼ CaO�Al2O3 þNa2OþK2O

OL ¼ FeOþMgOþMnOþ 2Fe2O3 þAl2O3ð
�CaO�Na2O�K2OÞ=2

SIL¼ SiO2 � Al2O3 þFeOþMgOþMnOþ 3CaOð
þ11Na2Oþ 11K2Oþ 2Fe2O3Þ=2

Walker et al. (1979) use the notation DI–OL–SIL and
OL–SIL–PLAG for projections from plagioclase onto
the Di–Ol–Q face and from diopside onto the Pl–Ol–Q
face. In the case of the plagioclase projection. the pro-
portions of DI, OL and SIL are calculated and then
normalised to their sum (Table 3.8) and plotted on a
molecular basis.
Elthon (1983) proposed a third algorithm arguing

that chemical trends in oceanic basalt suites projected
in the olivine–clinopyroxene–silica plane are greatly
improved if the plagioclase feldspars are separated
along the anorthite–albite join and do not plot at a
single point. In this ‘isomolar’ projection plagioclase
compositions are spread along the silica–anorthite
edge of the Di–Ol–An–Q tetrahedron. The normative
mineralogy is projected onto the planes Cpx–Ol–Si
and Ol–Si–Pl. The plotting parameters are calculated
from the molecular proportions, using the nomenclat-
ure of Walker et al. (1979) as follows:

PLAG ¼ Al2O3 þ Fe2O3

DI ¼ CaOþNa2OþK2O�Al2O3 � Fe2O3

OL¼ FeOþMgOþMnO�TiO2ð Þ½
� CaOþNa2OþK2Oð Þþ Fe2O3 þAl2O3ð Þ�=2

Ol Q Ol Q

Pl Di(a) (b)

Figure 3.23 Projections of MORB glass compositions
in the tholeiitic basalt tetrahedron Ol–Pl–Di–Q using
the molar norm method of Presnall et al. (2002).
(a) The diopside projection onto the Pl–Ol–Q plane.
(b) The plagioclase projection onto the plane of Di–
Ol–Q. (Data from Presnall et al., 2002, with
permission from Elsevier)
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Table 3.8 Projection procedures for basaltic compositions in the Yoder and Tilley tetrahedron (using mean
MORB glass from Table 3.2)

Wt.% oxide of
rock

Mol
wt

Mol
prop

Mol % Grove
conversion

Grove
mol %

SiO2 50.60 60.09 0.8421 52.92 52.92 47.19
TiO2 1.67 79.90 0.0209 1.31 1.31 1.17
Al2O3 14.79 101.96 0.1451 9.12 AlO0.5 18.23 16.26
Fe2O3 0.00 159.69 0.0000 0.00 Fe3+ O1.5 0.00 0.00
FeO 10.46 71.85 0.1456 9.15 9.15 8.16
MnO 0.19 70.94 0.0027 0.17 0.17 0.15
MgO 7.42 40.30 0.1841 11.57 11.57 10.32
CaO 11.38 56.08 0.2029 12.75 12.75 11.37
Na2O 2.77 61.98 0.0447 2.81 NaO0.5 5.62 5.01
K2O 0.19 94.20 0.0020 0.13 KO0.5 0.25 0.23
P2O5 0.18 141.95 0.0013 0.08 PO2.5 0.16 0.14

TOTAL 99.65 1.5913 100.00 112.13 100.00
FMO 18.48
Alk 5.24

Plotting procedure of Presnall et al. (2002)

Pl = Al2O3–K2O (molecular) 0.143
Di = CaO + K2O + Na2O–3.33P2O5–Al2O3 0.100
Ol = (MgO + FeO + MnO + 3.33P2O5 + Al2O3–TiO2–Cr2O3–Fe2O3–CaO–K2O–Na2O)/2 0.106
Q = SiO2–5.5(K2O + Na2O) –0.5(Al2O3 + MgO + FeO + MnO–TiO2–Fe2O3)–1.5CaO + 5P2O5 0.059

Plagioclase projection %
di = 0.100 37.90
ol = 0.106 39.87
q = 0.059 22.23
sum = 0.265 100.00

Plotting procedure of Walker et al. (1979)

PLAG = Al2O3 + Na2O + K2O(molecular) 0.192
DI = CaO–Al2O3 + Na2O + K2O 0.105
OL = (FeO + MgO + MnO + 2Fe2O3 + Al2O3–CaO–Na2O–K2O)/2 0.114
SIL = SiO2–(Al2O3 + FeO + MgO + MnO + 3CaO + 11Na2O + 11K2O + 2Fe2O3)/2 0.042

Plagioclase projection %
DI = 0.105 40.14
OL = 0.114 43.72
SIL = 0.042 16.15
sum = 0.261 100.00

Plotting procedure of Elthon (1983)

PLAG = Al2O3 + Fe2O3 (molecular) 0.145
DI = CaO + Na2O + K2O–Fe2O3–Al2O3 0.105
OL = ((FeO + MgO + MnO–TiO2) + (Al2O3 + Fe2O3)–(CaO + Na2O + K2O))/2 0.103
SIL = SiO2–((FeO + MgO + MnO–TiO2) + (Al2O3 + Fe2O3) + 3(CaO + Na2O + K2O))/2 0.239

Plagioclase projection %
Di = 0.105 23.38
Ol = 0.103 23.12
Si = 0.239 53.50
Sum = 0.447 100.00
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SIL¼ SiO2� FeOþMgOþMnO�TiO2ð Þ½
þ Al2O3þFe2O3ð Þþ3 CaOþNa2OþK2Oð Þ�=2

Fe3þ/Fe2þ is assumed to be 0.10. This method of
projection results in different plotting positions from
the algorithms of Presnall et al. (2002) and Walker
et al. (1979) and compositions are shifted towards
the silica apex. A model calculation is given in
Table 3.8.

In a fourth, rather different approach, Grove (1993;
corrected from Grove et al. 1992, 1982) requires the
conversion of the original analysis from wt.% oxides
to mole % and the recalculation of Al to AlO1.5, Fe

3þ

to Fe3þO1.5, K to KO0.5, Na to NaO0.5 and P to
PO2.5. The calculation of Grove (1993) treats all Fe
as FeO. From these values molar % MgO and FeO
are combined to become FMO and K0.5O þ
Na0.5O become Alk. These molar % values are then
transformed to mineral components as follows:

Sum ¼ SiO2 � CaO� 2�Alkþ Cr2O3 þ TiO2

Quartz ¼ SiO2 � 0:5� FeMO� 1:5� CaOð
� 0:25�AlO1:5 � 2:75�Alkþ 0:5� Cr2O3

þ 0:5TiO2 þ 2:5� PO2:5Þ=sum
Plag ¼ 0:5� AlO1:5 þNaO0:5 �KO0:5ð Þ=sum
Oliv ¼ 0:5� FMOþ 0:5� AlO1:5 �Alk½ �ð

�CaO� 2� TiO2 � Cr2O3Þ=sum
Cpx ¼ CaO� 0:5�AlO1:5 þ 0:5�Alkð Þ=sum
An example of the use of the plagioclase projection to
summarise the results of anhydrous mantle melting is
given by Villiger et al. (2004).

Table 3.8 shows the projection calculations for the
different methods for the composition of mean
MORB glass, and the results are plotted in
Figure 3.24. It is clear that the Grove, Presnall and
Walker methods give similar results, whereas Elthon’s
is significantly shifted towards the quartz apex.

(c) A low pressure tholeiitic basalt phase diagram. Cox
et al. (1979) proposed a low-pressure phase

Table 3.8 (cont.)

Plotting procedure of Grove et al (1993)

Sum = SiO2–CaO–2 � Alk + Cr2O3 + TiO2 (molecular %) 26.52
Qtz = (SiO2–0.5 � FeMO–1.5 � CaO–0.25 � AlO1.5–2.75 � Alk + 0.5 � Cr2O3 + TiO2)/sum 0.136
Plag = 0.5(AlO1.5 + NaO0.5–KO0.5)/(sum) 0.445
Oliv = (FMO + 0.5 � (AlO1.5–Alk)–CaO–TiO2–Cr2O3 + 1.667 � PO2.5)/(2*sum) 0.194
Cpx = (CaO–0.5 � AlO1.5 + 0.5 � Alk–1.667 � PO2.5)/sum 0.221

Plagioclase projection %
Cpx = 0.221 40.14
Ol = 0.194 35.18
Q = 0.136 24.68

Total = 0.551 100.00

Di

QOl

E

Plagioclase
projection

W

P

G

Figure 3.24 Projection of the composition of average
MORB glass (Table 3.2) from plagioclase onto the
plane Di–Ol–Q in the tholeiitic basalt tetrahedron.
The data show the results of the four different
projection schemes discussed in the text and in
Table 3.8. P = Presnall et al. (2002), W =Walker et al.
(1979), E = Elthon (1983), G = Grove et al. (1993).
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diagram based upon the silica-poor part of the
normative basalt system Ol–Cpx–Pl–Q. The dia-
gram is based on the CIPW normative compos-
ition of a tholeiitic (hypersthene normative) basalt
which is projected from SiO2 onto the Fo–Ab–Di
plane, that is, the plane of silica saturation, of the
Yoder-Tilley (1962) tetrahedron shown in
Figure 3.22. This diagram is useful for estimating
the phases present in the initial stages of low-
pressure crystallisation and for estimating the
order in which the main phases crystallised of a
given tholeiite. In constructing this diagram the
Fo–Ab–Di–Qz tetrahedron becomes the Ol–Plag–
Cpx–Q tetrahedron (Figure 3.25). The hyper-
sthene content of the norm is recalculated as an
equivalent amount of olivine and quartz, and the
plotting parameters are then calculated from the
norm as follows:

Plagioclase ¼ normative anorthiteþ albite

Clinopyroxene ¼ normative diopside

Olivine ¼ normative olivine

þ that recalculated from hypersthene

Quartz ¼ normative quartz

þ that recalculated from hypersthene

The four parameters are calculated as percentages of the
total, although samples in which the normative plagio-
clase is <An50, the ratio (FeO þ Fe2O3)/(MgO þ
FeO þ Fe2O3) > 0.7, K2O > 1.0 % and quartz >

10 % should be screened out. For the remaining analyses
the plotting parameters plagioclase, olivine and clino-
pyroxene are recalculated to 100% and plotted onto the
triangular phase diagram.

3.4.1.2 CMAS Diagrams

The components of the CMAS system (CaO–MgO–

Al2O3–SiO2) comprise about 70–85 wt.% of most
basalts and more than 90 wt.% of most mantle
peridotites. Consequently, the CMAS system is used
by experimental petrologists as a simplified analogue
of more complex basalt and mantle systems. The
CMAS projection (Figure 3.26a) provides an excellent
framework in which the possible melting behaviour of
upper mantle materials may be discussed and is a
powerful tool in constructing petrological models. It
also may be used to compare the chemistry of particu-
lar rock suites with experimentally determined phase
boundaries at low and high pressure. Partial melting
trends may be identified from a linear array of rock
compositions projecting through the plotted source
composition and fractional crystallisation trends may
be identified as linear arrays projecting through the
composition of the fractionating phase(s). The CMAS
tetrahedron has apices in a different orientation from
those of the tholeiitic component of the Yoder–Tilley
tetrahedron. Mineral phases plotted in CMAS space
are abbreviated as follows:

• All Fe–Ni–Mg olivines as forsterite ¼ M2S
• Enstatite; = MS
• All feldspar is projected as equivalent anorthite¼CAS2
• All hercynite, ulvospinel, magnetite and chromite
projected as spinel = MA

• All garnet plots along the grossular ¼ C3AS3–
pyrope M3AS3 join

• All clinopyroxenes along the diopside ¼ CMS2–Ca-
Tschermak’s molecule ¼ CAS join

(a) Projecting rock compositions into CMAS. The
CMAS system (Figure 3.26a) was first used for
mantle and basaltic compositions by O’Hara
(1968), who proposed a polybaric phase diagram
for dry natural basalts and ultramafic rocks up to
pressures of 30 kb. He devised a scheme whereby
natural rock compositions could be presented in
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Figure 3.25 The low-pressure tholeiitic basalt phase
diagram of Cox et al. (1979). The projection is
from normative quartz onto the critical plane of
silica undersaturation in the Yoder–Tilley basalt
tetrahedron, modified to olivine–plagioclase–
clinopyroxene. Plag = plagioclase, Cpx = clinopyroxene,
Ol = olivine.
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such a way as to be directly comparable with
experimental results in the CaO–MgO–Al2O3–

SiO2 (CMAS) system. Weight % oxides are con-
verted to molecular proportions and the plotting
parameters are calculated as follows:

C¼ mol:prop:CaO�3:33P2O5þ2Na2Oþ2K2Oð Þ
�56:08

M¼ mol:prop:FeOþMnOþNiOþMgO�TiO2ð Þ
�40:31

A¼ mol:prop:Al2O3þCr2O3þFe2O3þNa2Oð
þK2OþTiO2Þ�101:96

S¼ mol:prop:SiO2�2Na2O�2K2Oð Þ�60:09

Cox et al. (1979) gives the equations for CMAS pro-
jections as follows:

1. For projection from the olivine projection onto the
plane CS–MS–A:

CcMmAaSs þ pM57:3S42:7 ¼ xC48:3S51:7
þ yM40:1S59:9 þ zA100

2. For projection from orthopyroxene into M2S–
C2S3–A2S3:

CcMmAaSs þ pM40:1S59:9 ¼ xM57:3S42:7
þ yC38:4S61:6 þ zA53:1S46:9

3. For projection from diopside into C3A-M-S:

CcMmAaSs þ pC25:9M18:6S55:5
¼ xC62:3A37:7 þ yM100 þ zS100

where p is the amount of olivine required to bring the
rock into the required plane (this can be a positive or

negative amount); c, m, a and s are the calculated
values for C, M, A and S for the rock as calculated
above; and x, y, z when recast as a percentage are the
plotting parameters required for CS, MS and
A, respectively.
Rock compositions are usually displayed in one of

three projections, chosen to include the important
mineral phases and to minimise any distortion from
the projection. The most used projections are:

(a) from olivine into the plane CS–MS (enstatite) –A
(b) from enstatite into the plane M2S–A2S3–C2S3
(c) from diopside into either the plane C3A–M–S or

CA–M–S.

The olivine projection plane contains the pyroxene
and garnet solid solutions (Figure 3.26b). The
olivine–plagioclase piercing point (not shown) is the
point at which the olivine–plagioclase join cuts the
CS–MS–A plane, and the line which joins this pier-
cing point to diopside (the olivine–gabbro plane) is the
plane of silica saturation (Figure 3.26b). This olivine–
gabbro plane divides the diagram into Ne-normative
compositions on the enstatite-poor side and tholeiitic
compositions on the enstatite-rich side. An example of
the calculation procedure for projecting a basaltic
composition from olivine onto the CS–MS–A plane
is given in Table 3.9. France et al. (2009) have created
a software package which converts oxide proportions
into CMAS coordinates and allows the visualisation
of the results in 3D.

(b) Interpreting CMAS diagrams. For a projection to
be useful in interpreting crystal–liquid equilibria
it must be made from a phase which is present in
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the melt; otherwise, the observed trends are
meaningless. Second, the projection should not
be made from a phase at an oblique angle to the
projection plane, otherwise trends which are
simply a function of the oblique projection can
be misinterpreted and given geological signifi-
cance where there is none. In addition, although
the CMAS projection uses all of the chemical
constituents of a rock analysis, the effects of
individual components cannot be easily identi-
fied. It is important to note that small uncertain-
ties in the chemical analysis may translate into
large shifts in the projected compositions. This is
particularly acute for uncertainty associated with

Na2O and SiO2, where the direction of shift is
parallel to an identified fractional crystallisation
trend. Thus Presnall et al. (1979) and Presnall
and Hoover (1984) make the point that some
fractional crystallisation trends observed in
ocean-floor tholeiitic glasses could be an artefact
resulting from analytical uncertainties magnified
by the projection procedure.

(c) An expanded CMAS system. More complex
systems which are closer to natural samples
include the addition of Na2O and FeO and hence
the CMASN and CMASF systems, respectively.
Herzberg and O’Hara (2002) describe a more
complete, expanded version of the CMAS plot
which incorporates other elements and brings the
projection more into line with the Yoder and
Tilley type plots described above. They show that
the addition of the components TiO2, Cr2O3, FeO,
MnO, Na2O, K2O and NiO can expand and con-
tract liquidus crystallisation fields, although the
replacement of MgO by FeO does not change
crystallisation fields greatly.

In this expanded version of CMAS the diopside pro-
jection onto the plane olivine–anorthite–quartz requires
all wt.% compositions be converted to mole % and
any Fe2O3 combined with diopside so that the precise
point of projection is diopsideþ Fe2O3þNa2O.Si3O6þ
K2O.Si3O6. The projection coordinates are calculated in
the following way (Herzberg and O’Hara, 2002):

olivine ¼ �1:5TiO2þ0:5Al2O3þ0:5Cr2O3þ0:5FeO

þ0:5MnOþ0:5MgO�0:5CaO�0:5Na2O

þ3:0K2Oþ0:5NiO

anorthite ¼ 1:0TiO2þ1:0Al2O3þ1:0Cr2O3

quartz ¼ 1:0SiO2�0:5Al2O3�0:5Cr2O3�0:5FeO

� 0:5MnO�0:5MgO�1:5CaO

�3:0Na2O� 3:0K2O�0:5NiO

An example of the projection is given in Figure 3.27
(after Herzberg et al., 2007).

3.4.1.3 FeO–MgO Plots

Many mafic and ultramafic rocks have experienced
olivine fractionation – both the removal or accumula-
tion of olivine – and thus it can be difficult to establish
the composition of the initial primary magma. In
order to solve this problem Herzberg and O’Hara
(2002) parameterised a large experimental database
for mantle peridotites to explore the effects of

Table 3.9 Calculation scheme for the CMAS projection

Wt.%
oxide
of rock

Molecular
weight

Molecular
proportions

SiO2 46.95 60.09 0.7813
TiO2 2.02 79.9 0.0253
Al2O3 13.1 101.96 0.1285
Fe2O3 1.02 159.69 0.0064
FeO 10.07 71.85 0.1402
MnO 0.15 70.94 0.0021
MgO 14.55 40.3 0.3610
CaO 10.16 56.08 0.1812
Na2O 1.73 61.98 0.0279
K2O 0.08 94.2 0.0008
P2O5 0.21 141.95 0.0015

TOTAL 100

CMAS plotting parameters

C = 13.110
M = 19.265
A = 43.493
S= 43.493

Projection parameters for olivine projection into
CS–MS–A using the equation of Cox et al. (1979)

Balance the equation rockþ p.olivine¼ x.CSþ y.MSþ z.A
CcMmAaSs þ p.M57.3S42.7¼ x.C48.3S51.7þ y.M40.1S59.9þ z.A100

Balancing C 48.3x ¼ 13.11
40.1y ¼ 50.73p þ 19.269Balancing M

Balancing A 100z ¼ 19.261
Balancing S 51.7x þ 59.9y ¼ 43.493 þ 42.7p

%
CS x ¼ 0.271 27.95
MS y ¼ 0.507 52.21
A z ¼ 0.193 19.84

sum ¼ 0.971

88 Using Major Element Data



equilibrium melting, fractional melting and peridotite
source composition on the FeO and MgO content of
potential primary mantle melts. This work has par-
ticular relevance to the study of magnesian basalts,
MORB, picrites and komatiites and, when coupled
with further experimental data, has the potential to
provide information on the depth of melting and the
mantle potential temperature of primary mantle melts
(see Herzberg et al., 2007).

Herzberg and O’Hara (2002) showed that MgO and
FeO in a mantle melt are both highly sensitive to
differing source compositions, pressure of melting
and degree of melting. For a range of different mantle
compositions which include fertile and depleted
mantle peridotite and Fe-rich and Fe-poor peridotite
they calculated melt compositions which are in equi-
librium with a harzburgitic residue (olivine þ ortho-
pyroxene) and with olivine, and show how they vary
in MgO–FeO space with variations in the mode of
melting (equilibrium melting and accumulated frac-
tional melting), the degree of melting (the melt
fraction) and the depth of equilibration (pressure in
GPa). An example of their approach is shown in

Figure 3.28a which is based on a fertile, low-Fe peri-
dotite (KR-4003, Kettle River peridotite) with a com-
position very similar to that of the primitive mantle of
McDonough (2014a) described in Table 3.2. In detail
the approach employs the extrapolation of the results
of melting experiments on a given peridotite compos-
ition using existing exchange coefficient data for oliv-
ine and orthopyroxene in mafic and ultramafic melts
together with mass balance considerations.
In order to apply this parameterisation to a coge-

netic suite of magnesian melts in equilibrium with
olivine, Herzberg and O’Hara (2002) provide an
‘inverse model’. This method consists of selecting a
representative lava composition in which olivine has a
composition in equilibrium with the melt. Olivine is
then incrementally added or subtracted in 1 wt.%
increments from the melt (see Herzberg and O’Hara,
2002, appendix 5). The suite of calculated compos-
itions is transferred onto the FeO–MgO plot and
compared with the range of liquid compositions com-
puted (see Herzberg et al., 2007, appendix A).
A unique solution is found when the liquid along the
olivine addition–subtraction line displays a common
melt fraction in FeO–MgO space and in either
another two-dimensional plot such as MgO–SiO2 or
a projection in CMAS space (Figure 3.26). It is
important to note that this method is sensitive to the
accurate estimation of the Fe3þ/Fe2þ ratio of the melt.
Residual peridotite compositions are also a func-

tion of initial and final decompression pressures and
Herzberg (2004) computed the fields of residual peri-
dotites formed in equilibrium with basaltic melts using
the experimental data of Walter (1998) for fertile
peridotite KR-4003 and mass balance calculations.
Model residue compositions from fractional melting
are shown in Figure 3.28b for dunites (see the range of
olivine compositions) and harzburgites (the field of
olivine þ orthopyroxene) and garnet and spinel lher-
zolites for initial melting pressures between 2 and 10
GPa and final melting pressures of between 0 and 5
GPa for a range of melt fractions.

3.4.2 Melting Mafic Crust

Experimental studies show that when mafic rocks
melt, the composition of the melt tends to be felsic
and this is particularly relevant when the melting
takes place in the presence of water. However, since
most mafic rocks are very low in potassium, the
derived felsic melts tend to be more sodic than typical
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Figure 3.27 The diopside projection of the expanded
CMAS system showing the projection of liquid
compositions (mole percent) in equilibrium with
depleted mantle peridotite from diopside + Fe2O3 +
Na2O.Si3O6 + K2O.Si3O6 onto the plane olivine–
anorthite–silica. Red lines show the contours of equal
melt fractions (after Herzberg et al., 2007; with
permission from John Wiley & Sons). L = liquid,
ol = olivine, cpx = clinopyroxene, sp = spinel,
grt = garnet, cr = chromite, plag = plagioclase.
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granites and fall in the compositional range of tona-
lites, trondhjemites and granodiorites. It is this obser-
vation which has led many geochemists to infer that
the Earth’s early continental crust which is predomin-
antly tonalite–trondhjemite–granodiorite (TTG) in
composition was primarily formed through the
melting of mafic crust, either at the base of a thickened
crust or in a subduction setting (Rollinson, 2007).
Studies of oceanic plagiogranites also suggest that
some may be the product of partial melting of mafic
oceanic crust (see Rollinson, 2009).
The most common way to express the melting of

mafic rocks is on the ‘granite’ normative An–Ab–Or
diagram described in Section 3.2.2. Rock compositions
are most often recalculated using the CIPW norm and
the An–Ab–Or components recast as 100%, then plot-
ted on the ternary diagram as outlined in Section 3.2.2.
This is illustrated in Figure 3.29 which shows the locus
of calculated compositions from the water-saturated
melting of an enriched Archaean tholeiite. These

compositions were calculated from the results of
thermodynamic equilibrium modelling in the ten-
component NCKFMASHTO system using the
THERMOCALC software of Powell and Holland
(1988). In detail the results of experimental studies vary
quite widely, not just as a result of pressure and tem-
perature of melting, but also as a consequence of the
extent to which water is included in the melting process
and the chemical composition of the basaltic starting
material. A more extensive range of felsic melt compos-
itions produced in basalt melting experiments is given
in Johannes and Holz (1996).

3.4.3 Melting Felsic (Continental) Crust

Classical studies in the 1950s sought to understand the
origin of granitic crust in terms of the melting behav-
iour of potassic granites. Experiments were con-
structed to understand the behaviour of granites and
rhyolites during their initial melting or final stages of
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Figure 3.28 FeO–MgO plots for mantle melting showing how melt compositions vary according to the melt
fraction, the pressure of initial melting and the final pressure of melting. (a) Partial melt compositions from the
accumulated fractional melting of mantle peridotite KL-4003, a peridotite similar in composition to the
primitive mantle. The shaded area shows the field of melts in equilibrium with a harzburgite residue (ol + opx +
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crystallisation in which the major part of the rock
compositions could be reduced to the normative min-
erals quartz, albite and orthoclase. In recent decades
the approach has become different, for we now
assume that felsic rocks in general, and granites and
rhyolites in particular, are for the most part the prod-
uct of partial melting of pre-existing sialic crust such
as metamorphosed sediments or pre-existing granites
or ‘granitic’ gneisses. In addition, some felsic rocks are
the product of the partial melting of mafic rocks, as
discussed in Section 3.4.2, and in rare cases the prod-
uct of crystal fractionation of mafic rocks. This has led
to some new questions about the genesis of granitic
rocks. First is the question of the protolith: What
melted? Second, what were the melting reactions
which controlled the composition of the melts that
were produced (e.g., Weinberg and Hasalova, 2015)?
Pertinent to this discussion is the extent to which
water and other volatiles facilitated or inhibited the
partial melting process. Was the melting process ‘dry’
or was it facilitated by the presence of water, supplied
either from the breakdown of hydrous phases such as
the micas and amphiboles in the protolith or from an

external supply? Finally, to what extent is a given felsic
rock composition representative of a melt? In the case
of glassy rocks or melt inclusions the answer is straight-
forward, but it is possible that many granitic rocks
contain restitic materials from their source which did
not melt. Some granites therefore may contain ‘paren-
tal’ phenocrysts, or xenocrysts, which will distort the
rock composition from that of a primary melt.

3.4.3.1 The Normative Albite–Orthoclase–Quartz
Diagram: The ‘Granite System’

In 1958 Tuttle and Bowen demonstrated a marked
coincidence between the compositions of natural
rhyolites and granites containing more than 80 wt.%
normative albite, orthoclase and quartz and the nor-
mative compositions of experimentally determined
minima and eutectics in the system albite–orthoclase–
quartz–H2O. This system is sometimes known as the
haplogranite system. Their observations provided a
way for igneous petrologists to attempt to correlate
experimental information with analytical data pro-
jected into the system Ab–Or–Q–H2O. Tuttle and
Bowen (1958) and subsequent workers determined
the compositions at which the phases quartz, ortho-
clase and albite coexist with a water-saturated melt at
a variety of pressures (Table 3.10) and plotted their
results as a projection onto the anhydrous base of the
Ab–Or–Q–H2O tetrahedron. The plotting procedure
requires three steps:

1. Calculation of the CIPW norm from the chemical
analysis

2. Summation of the normative values of albite,
orthoclase and quartz

3. Recasting of these values as a percentage of
their sum.

These values are plotted on a ternary diagram. The
results of these experiments show that the quartz–
alkali feldspar boundary moves away from the quartz
apex with increasing pressure from 1 to 10 kb
(Figure 3.30a). Accompanying this expansion is the
increased solubility of water in the melt (see
Table 3.10). A lesser expansion is observed between
10 and 30 kb (Figure 3.23b). At approximately 3.5 kb
and 660�C the quartz–alkali feldspar field boundary
intersects the crest of the alkali feldspar solvus and the
liquid at this point coexists with quartz, orthoclase
and albite (Merrill et al., 1970). At 30 kb the assem-
blage is coesite, sanidine hydrate and jadeiite. Thus, a
direct comparison can be made between
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Figure 3.29 The normative An–Ab–Or plot with
compositional fields of Barker (1979). Calculated
compositions from water-saturated melting of an
enriched Archaean tholeiite with increasing
temperature (arrow) from the solidus at 600–700�C to
1000�C (head of arrow) for three different pressures
(6, 12 and 20 kb). The results are compared with the
compositional field of an Archaean tonalite–
trondhjemite–granodiorite (TTG) suite. Diagram
after Palin et al. (2016).
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experimentally determined phase boundaries and nat-
ural rock compositions. A synthesis of much of the
relevant experimental work is given in the text by
Johannes and Holz (1996) and a summary of the locus
of the minima and eutectics for the water saturated
system is given in Figure 3.30b.
Many experimental studies following the early

work of Tuttle and Bowen (1958) focussed on the
effect of water on melting conditions in the
haplogranite system – in particular, melting under
water-undersaturated conditions. The results

summarised in Table 3.10 and Figure 3.30 show two
main effects: (i) the position of the cotectic curve does
not alter significantly, but the temperature of melting
increases as melting approaches dry conditions and
(ii) the minimum shifts towards the quartz–orthoclase
boundary and the relative volume of albite expands at
the expense of orthoclase as the volume of quartz
remains constant (Figure 3.30b). More recent studies
show a similar, although more extreme shift, accom-
panying the presence of NaCl–KCl brines during
melting (Aranovich et al., 2013).

Table 3.10 Plotting coordinates of minima and eutectics in the granite system

Pressure
(kb)

Temperature
(�C)

Composition
(wt.%)

H2O
(wt.%)

X
H2O

Reference

Ab Or Q

SYSTEM: ALBITE–ORTHOCLASE–QUARTZ–H2O
0.001 990 33 33 34 0.0 1.00 Minimum Schairer and Bowen (1935)
0.500 770 30 30 40 3.0 1.00 Minimum Tuttle and Bowen (1958)
1.000 720 33 29 38 4.4 1.00 Minimum Tuttle and Bowen (1958)
2.000 685 39 26 35 6.5 1.00 Minimum Tuttle and Bowen (1958)
2.000 685 39 25 36 6.5 1.00 Minimum Holz et al. (1992)
2.000 775 36 29 35 3.6 0.70 Minimum Holz et al. (1992)
2.000 830 34 31 35 2.5 0.50 Minimum Holz et al. (1992)
3.000 665 42 25 33 8.3 1.00 Minimum Tuttle and Bowen (1958)
4.000 1000 32 34 34 0.0 0.00 Minimum Steiner et al. (1975)
3.923 665 9.7 1.00 Eutectic Tuttle and Bowen (1958)
4.000 655 47 23 30 9.9 1.00 Eutectic Steiner et al. (1975)
5.000 640 50 23 27 11.0 1.00 Eutectic Luth et al. (1964)
5.000 645 47 22 31 11.0 1.00 Eutectic Holz et al. (1992)
5.000 735 43 25 32 4.0 0.85 Minimum Holz et al. (1992)
5.000 790 40 28 32 3.0 0.70 Minimum Holz et al. (1992)
5.000 756 43 30 27 4.1 0.50 Minimum Ebadi and Johannes (1991)
5.000 990 35 33 32 1.0 0.07 Minimum Becker et al. (1998)
8.000 1050 37 34 29 1.0 ~0.1 Minimum Holz et al. (1992)
10.000 620 56 21 23 17.0 1.00 Eutectic Luth et al. (1964)
10.000 1070 26 45 29 0.0 0.00 Minimum Huang and Wyllie (1975)
20.000 630 63 19 18 21.0 1.00 Eutectic Huang and Wyllie (1975)
30.000 680 67 18 15 24.5 1.00 Eutectic Huang and Wyllie (1975)

SYSTEM: ALBITE–ORTHOCLASE–QUARTZ–ANORTHITE–H2O
1 730 32 29 39 An3

plane
nd Piercing

point
James and Hamilton (1969)

1 745 22 36 42 An5
plane

nd Piercing
point

James and Hamilton (1969)

1 780 11 42 47 An7.5
plane

nd Piercing
point

James and Hamilton (1969)

SYSTEM: ALBITE–ORTHOCLASE–QUARTZ–H2O–F
1 690 45 26 29 1% F ca 4.0 Minimum Manning (1981)
1 670 50 25 25 2% F ca 4.0 Minimum Manning (1981)
1 630 58 27 15 4% F ca 4.0 Eutectic Manning (1981)

Note: nd = not determined.
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The addition of anorthite to the ‘granite’ system
expands the phase volume of plagioclase and shifts
compositions into the granodiorite and tonalite fields.
This was investigated by James and Hamilton (1969)
at 1 kb, who found that the position of the piercing
point minimum shifts towards the quartz–orthoclase
boundary of the projection with increasing anorthite,
indicating an increase in the primary phase volume of
plagioclase (Figure 3.30b).

Petrologists have used the haplogranite system to
explore the processes of crustal differentiation
during anataxis and the genesis of plutonic felsic
rocks, as well as the ascent and crystallisation of
felsic volcanic rocks. For example, Blundy and
Cashman (2001) used glass compositions preserved
in dacitic magmas from Mount St Helens to distin-
guish between ascent-driven and cooling-driven
crystallisation. Their work supports a view of poly-
baric fractional crystallisation, indicating that there
are limits to the use of isobaric experiments on their
own. Cesare et al. (2015) and Acosta-Vigil et al.
(2017) used melt inclusion data, combined with
experimental diffusion studies of granitic melts plot-
ted relative to experimentally determined phase
boundaries in the haplogranite system, in order to

explain the processes of partial melting in the middle
and lower continental crust.

3.4.3.2 Partial Melting of Crustal Rocks

Experimental studies of crustal melting focus on the
melting of meta-sediments (pelites and meta-
greywackes) and pre-existing volcanic and plutonic fel-
sic rocks and their gneissose equivalents. The results of
these studies are typically plotted on the normative
wt.% ‘granite’ An–Ab–Or diagram (Section 3.2).
Typically, crustal melting is facilitated by the presence
of water derived during the dehydration of the proto-
lith (dehydration melting) or from water fluxing (fluid-
present or water-present melting). Weinberg and
Hasalova (2015) provide a helpful review of the phys-
ical and petrological processes which are involved and
summarise a series of relevant experimental studies
with melt compositions plotted on the normative An–
Ab–Or diagram. They show that during water-
undersaturated melting conditions (dehydration
melting) melt compositions are more potassic and plot
in the granite and granodiorite fields, whereas water-
saturated melting produces more sodic compositions
which plot in the trondhjemite field (see Figure 3.31
for a compilation of similar results).
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Figure 3.30 The haplogranite system. (a) Cotectics, minima and eutectics (red squares) for the water-saturated
haplogranite system (Q–Ab–Or–H2O, wt.%) at a range of pressures (after Blundy and Cashman, 2001; adapted
by permission from Springer-Nature). (b) Minima and eutectics in the Q–Ab–Or–H2O system projected from
H2O onto the plane Ab–Q–Or for 0.5–30 kb pressure (red circles). Also shown are the trajectories for
undersaturated melts at 10 kb (black arrow), melts in equilibrium with H2O-brines (blue arrow) and the
expansion of plagioclase phase volume with the addition of anorthite to the system (green arrow), after
Aranovich et al. (2013). Data for water-saturated system at 1 kb from James and Hamilton (1969). Data
summarised in Table 3.10.
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3.4.4 What Melted?

Establishing the nature of the protolith of granite
requires a full range of geochemical analyses including
major and trace elements, radiogenic isotopes and
sometimes stable isotopes. For this reason, major
element data on their own can yield only a prelimin-
ary indication of the nature of a granitic source –

nonetheless, these data can be useful. The two
approaches outlined here include the aluminium-
saturation index (Frost and Frost, 2008) and the Al–
Fe–Mg–Ti–Ca diagrams of Patino Douce (1999).

3.4.4.1 The Aluminium Saturation Index (ASI)

The aluminium saturation index is defined in Section
3.2.4. As summarized there, peraluminous rocks con-
tain more Al than is necessary to make feldspars and
this excess Al may show itself as normative corundum
(Zen, 1988), as phases in granites such as muscovite
and biotite, or if the rock is strongly peraluminous, as
one of the aluminosilicates, garnet or cordierite.
Rocks with excess Al imply a clay-rich protolith and
so might have had a metasedimentary source.
Metaluminous rocks with ASI < 1.0, but molecular
Na þ K < molecular Al, are likely to have an excess
of Ca and so may contain calcic phases such as horn-
blende or clinopyroxene. It is sometimes helpful to
make a bivariate plot showing changing ASI versus
SiO2 (as illustrated in Figure 3.9).
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Figure 3.31 Normative anorthite–albite–orthoclase
(wt.%) granite classification diagram of Barker (1979)
showing melt fields for felsic igneous rocks and
metasediments. 1: Dehydration melting of biotite
gneiss (at 3–15 kb, 875–1000�C) (Patino Douce and
Beard, 1995); 2: vapour-absent melting of tonalite at
ultra-high pressures (at 15–32 kb, 900–1150�C)
(Patino Douce, 2005); 3: dehydration melting of
muscovite schist and muscovite biotite schist (at 6–10
kb, 750–900�C) (Patino Douce and Harris, 1998); 4:
water-fluxed melting of muscovite schist (at 6–10 kb,
700–750�C) (Patino Douce and Harris, 1998).
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3.4.4.2 Al–Fe–Mg–Ti–Ca Diagrams

Experimental studies by Patino Douce (1999) show
that there are compositional differences between melts
of pelites, greywackes and amphibolite in Al–Fe–Mg–
Ti–Ca–oxide space. This work is the result of a series
of dehydration melting experiments on fertile source
rocks containing either biotite and or muscovite in the
case of pelites and psammites, and hornblende in the

case of amphibolites. Patino Douce’s (1999) fields for
partial melts of felsic pelites, psammites and amphibo-
lites show how pelite-derived melts are more alumi-
nous than psammite-derived melts, which in turn are
more aluminous than melts from amphibolite
(Figure 3.32a). Amphibolite-derived melts are also
enriched in FeO, MgO and CaO, relative to pelitic
and psammitic melts (Figure 3.32b).
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4 Using Trace Element Data

4.1 Introduction

A trace element may be defined as an element which
is present in a rock in concentrations of less than
0.1 wt.%, that is, less than 1000 parts per million
(ppm). This means that it is not normally a stoichio-
metric constituent of the minerals which make up the
rock; rather, it substitutes for one of the major
elements in the structure of a host mineral. As a
consequence of their low abundances, trace elements
do not influence the chemical or physical properties of
the system. There are, however, some limitations to
this definition, for in igneous rocks the elements K and
P behave as trace elements in mid-ocean ridge basalts,
whereas in granites they form discrete minerals such
as K-feldspar and, in the case of P, apatite or mona-
zite. Unlike the major elements whose concentrations
in the Earth’s crust vary over a relatively narrow
range, the range of trace element concentrations may
be several orders of magnitude.
As analytical methods have improved in both the

range of elements that can be analysed and in the
precision that their concentrations can be measured,
trace element studies have become a vital part of
modern petrology. This is because of the following:

1. Trace elements are more sensitive to geochemical
processes than major elements and are therefore
better at discriminating between petrological
processes.

2. Their great chemical diversity coupled with the fact
that different elements behave in different ways
permits a wide range of possible processes to
be assessed.

Thus, one of their principal uses is in the identification
of geochemical processes. Particularly important is
the fact that there are mathematical models to
describe trace element distributions which allow the
quantitative testing of petrological hypotheses. These
are most applicable to processes in magmatic systems
which are controlled by crystal–melt or crystal–fluid
equilibria, but are also relevant to the processes
involved in the formation of meteorites, sediments
and ore deposits.

In this chapter we first develop some of the theory
behind the distribution of trace elements and explain
the physical laws used in trace element modelling.
Then various methods of displaying trace element
data are examined as a prelude to showing how trace
elements might be used in identifying geological pro-
cesses and in testing hypotheses.

4.1.1 The Classification of Trace Elements
According to Their Geochemical Behaviour

A frequently used classification of the elements
based upon their geochemical behaviour was pro-
posed by Goldschmidt (1937), often regarded as the
‘father of geochemistry’. He proposed a fourfold
classification, the nomenclature for which is still
largely in current use:

Atmophile elements: those which typically form
gases or liquids at the Earth’s surface

Lithophile (the rock-loving elements): those which
are found in silicate rocks and so are found in the
silicate portion of the Earth

Chalcophile elements (copper-loving elements):
those which have an affinity for a sulphide melt

Siderophile (the iron-loving elements): those which
are concentrated in a metallic iron melt and so
will be concentrated in the Earth’s core.

To this quartet has been added (Lee, 2016):

Organophile elements: those which form or associ-
ate with organic compounds, in particular those
which form organo-metallic complexes.

Apart from the term ‘atmophile’, which is almost
never used, this nomenclature is still in use today
albeit with slightly different meanings. It is important
to note, however, that some elements will demonstrate
more than one type of geochemical behaviour.
A further classification of elements which is widely

discussed is the cosmochemical classification relating to
processes of planetary accretion. In this case elements
are classified according to their condensation tempera-
ture from gaseous to solid or liquid state during the
cooling of a solar nebula. This classification is relevant
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to the formation of meteorites and the earliest stages of
Earth formation, and so is useful when discussing
large-scale planetary features, although is less relevant
when considering crust and mantle geochemistry.
Elements are grouped as follows according to conden-
sation temperature in kelvin (K):

• Highly refractory (>1700 K), to include Re, Os, W,
Zr and Hf

• Refractory (1500–1700 K), to include Al, Sc, Ca
and Ti

• Moderately refractory (1300–1500 K), to include
Mg, Si, Cr, Fe, Co and Ni

• Moderately volatile (1100–1500 K), to include Cu,
Ba and Mn

• Volatile (700–1100 K), to include Na, K, S and Rb
• Highly volatile (<700 K), to include Pb, O, C, N,
H and noble gases

Trace elements are often studied in groups, and
deviations from group behaviour or systematic
changes in behaviour within the group are used as
an indicator of petrological processes. The association
of like trace elements also helps to simplify what can
otherwise be a very unwieldy data set. Most geo-
chemically important trace elements can be classified
either on the basis of their position in the periodic

table or according to their behaviour in magmatic
systems, as discussed below.

4.1.1.1 Trace Element Groupings
in the Periodic Table

Goldschmidt‘s geochemical classification of the
elements presented above can be interpreted in terms
of location within the periodic table. Here specific
elemental groups are highlighted for their particular
importance in trace element geochemistry
(Figure 4.1). The most obvious in this respect are the
lanthanides, elements with atomic numbers 57–71 (La
to Lu), or the rare earth elements (REE) as they are
usually called in geochemistry. Y also behaves in a
manner similar to the REE. The platinum group
elements (PGE, or platinum group metals, PGM)
include elements with atomic numbers 44–46 – Ru,
Rh, Pd – and 76–79 – Os, Ir, Pt. They are known as
the noble metals if they also include Au. An expanded
grouping of the PGE is known as the highly sidero-
phile elements (HSE) and includes Os, Ir, Ru, Rh, Pt
and Pd, together with Re and Au, which have some
similar properties. This group can be used in under-
standing the large-scale processes associated with
planetary accretion and differentiation, in particular,
core formation, due to their affinity for metal relative
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Figure 4.1 The periodic table of the elements. The three main groups of trace elements which are treated together
in geochemistry because of their relative positions on the periodic table are highlighted. These are the elements
of the first transition series (transition metals), the platinum group elements + Re and Au (platinum group
metals) and the rare earth elements. Other trace elements important in geochemistry are shaded light grey.
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to silicate minerals. The term transition metals (atomic
numbers 21–30, Sc–Zn) is usually restricted to the first
transition series and includes the two major elements
Fe and Mn.
The elements in each of these respective groups

have similar chemical properties and for this reason
are expected to show similar geochemical behaviour.
However, this may not always be the case, for geo-
logical processes can take advantage of subtle chem-
ical differences within an elemental group and
fractionate elements one from the other. Thus, one
of the tasks of trace element geochemistry is to dis-
cover which geological processes may have this effect
and to quantify the extent of particular processes.

4.1.1.2 Trace Element Behaviour
in Magmatic Systems

When the Earth’s mantle is melted, trace elements
display a preference either for the melt phase or the
solid (mineral) phase. Trace elements whose prefer-
ence is the mineral phase are described as compatible,
whereas elements whose preference is to remain in the
melt are described as incompatible; in other words,
they are incompatible in the mineral structure and will
leave at the first available opportunity. In detail there
are degrees of compatibility and incompatibility, and
so trace elements may be described as moderately
incompatible or highly incompatible. The degree of
trace element incompatibility is quantified by the
mineral-melt partition coefficient (see Section 4.2.1).
Trace element incompatibility is also the basis for the
ordering of elements in mantle normalised trace elem-
ent diagrams (see Section 4.4). The degree of incom-
patibility will vary between melts of different
compositions. For example, P is incompatible in
mantle minerals and during partial melting will be
concentrated in the melt. In granites, however, even
though P is present as a trace element it is compatible
because it is accommodated in the structure of the
accessory mineral phases apatite and monazite.
It is sometimes helpful to subdivide the incompat-

ible elements on the basis of their charge to size ratio.
This property is often described as the field strength
and may be thought of as the electrostatic charge per
unit surface area of the cation. It is also described as
the ionic potential of an element and is quantified as
the ratio of the valence to the ionic radius, which is
measured in picometres. Figure 4.2 shows a plot of
ionic size versus charge for a range of trace elements.
In addition, some major elements are shown to

indicate where atomic substitutions most commonly
occur. Small highly charged cations located in the
lower right of the diagram are known as high field
strength (HFS) cations (ionic potential > 0.02). The
broadest definition of HFS elements (HFSE) includes
the trivalent REE, Y, Sc, Th, U and the PGE,
although more commonly the term is restricted to
those elements that are tetravalent (Hf, Ti, Zr), penta-
valent (Nb, Ta) and hexavalent (W, Mo). With the
exception of Mo, the HFS elements are commonly
fluid immobile and therefore their concentrations nor-
mally remain unchanged during weathering or
metamorphism.
Elements with ionic radii too large to fit into most

silicate minerals and with a small charge are known as
low field strength cations (ionic potential < 0.02). They
are also known as the large ion lithophile elements
(LILE) and are primarily the alkali and alkali earth
elements (Figure 4.2). The term ‘LILE’ has been used
in a number of different ways, but Chauvel and
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Rudnick (2018) recommend that the term be restricted
to lithophile trace elements having large radius to
charge ratios and which have ionic radii greater than
those of Ca2þ and Na1þ (100 and 102 picometers,
respectively) – these are the largest cations commonly
found in rock-forming minerals. By this definition, the
list of LILE is restricted to K, Rb, Sr, Cs, Ba, Pb2þ and
Eu2þ. LILE elements are commonly fluid mobile
elements, and so their primary concentrations may
change during post-solidus alteration.

Other important trace elements include the following:

• The small cations such as Liþ, Be2þ, B3þ, P5þ which
are all moderately incompatible.

• Ga, which substitutes for Al and so is concentrated
in Al-rich minerals in the crust; during partial
melting of the mantle, Ga is incompatible in most
phases, including garnet, but is compatible in spinel
(Davis et al., 2013).

• Although not trace elements, volatiles with low
solubility such as CO2 in mafic melts may also
behave as trace elements (Saal et al., 2002).

Some elements have very similar charge and size, and
observing their geochemical behaviour can be particu-
larly important. These include the following elements:

• Hf and Zr, and Nb and Ta; both element pairs are
almost identical in size and charge and show very
similar geochemical behaviour. Nevertheless, in
some circumstances the element pairs are fraction-
ated; thus, the ratios Hf/Zr and Nb/Ta are import-
ant geochemical parameters.

• U and Th have a similar charge and size and both
are highly incompatible in magmatic systems but
may be fractionated with Th being the more incom-
patible; U/Th may also be fractionated during fluid–
rock interaction.

• Amongst the low field strength, large ion lithophile
cations, Sr, divalent Eu and divalent Pb have almost
identical ionic radii and charge.

A version of the ionic charge to size ratio diagram is
given by Chauvel (2018) contoured for element
incompatibility in the mineral clinopyroxene. The dia-
gram shows that the most compatible elements are
those with an ionic charge and size closest to the
major cations in the host mineral (in this case, divalent
Ca, Mg and Fe). Incompatibility increases with the
difference in charge and size from that of the major
cations, such that the monovalent LILE and the
pentavalent HFSE are highly incompatible.

4.1.1.3 Trace Elements of Economic Significance

Some trace elements may have strategic importance in
local economies and these have become known as the
critical metals. These are metals that are economically
important for industry but their supply may be limited
because they can be obtained from only a few loca-
tions worldwide (Moss et al., 2011). They include
elements such as the REE, the PGE, Ga, Sb, In, Be,
Co, W, Nb and Ta. The critical metals are important
in the electronics industry, and a subset of them,
known as the E-tech elements, are important in the
development of renewable energy technologies
(Grandell et al., 2016). These elements include Co,
Ga, In, Te, Li and the heavy REE (HREE). Some of
these elements, such as indium (In, atomic number 49)
and tellurium (Te, atomic number 52), are very rare
and not well understood geochemically.

4.2 Physical Controls on Trace
Element Distribution

Modern quantitative trace element geochemistry
assumes that trace elements are present in a mineral
in solid solution through substitution. The principal
variables are the charge and size of the trace ion
relative to the charge and size of the lattice site.
These properties were recognised by Goldschmidt
(1937), who through empirical observation proposed
a series of qualitative rules to govern the priority
which is given to ions with similar charge and size
competing to enter a given crystal lattice. However,
modern studies of trace element partitioning have
shown that Goldschmidt’s rules are not universally
correct, for it is also necessary to also consider the
energetics of the crystal lattice itself (Blundy and
Wood, 2003; also see Section 4.2.1.2).

More recently, this approach has been quantified
and trace element distributions are now described in
terms of equilibrium thermodynamics. Trace elements
may mix in their host mineral in either an ideal or a
non-ideal way. Their very low concentrations, how-
ever, lead to relatively simple relationships between
composition and activity. When mixing is ideal, the
relationship between activity and composition is given
by Raoult’s law, that is,

ai ¼ Xi (4.1)

where ai is the activity of trace element i in the host
mineral and Xi is its composition.
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If the trace element interacts with the major com-
ponents of the host mineral, the activity will depart
from the ideal mixing relationship, and at low concen-
trations the activity composition relations obey
Henry’s law. This states that at equilibrium the activ-
ity of a trace element i in mineral j (ai

j) is directly
proportional to its composition:

ai
j ¼ ki

jX i
j (4.2)

where ki
j is the Henry’s law constant – a proportion-

ality constant (or activity coefficient) for trace element
i in mineral j and where Xi

j is small. In fact, White
(2013) suggests that adherence to Henry’s law can be a
helpful way of defining a trace element.
A detailed study by Drake and Holloway (1981)

demonstrated that for elements that are homovalent
(of identical charge) Henry’s law seems to apply
through a wide range of trace element concentrations.
Similarly, Wood and Blundy (1997) showed that REE
partitioning in clinopyroxene follows Henry’s law
behaviour even though the REE concentrations in
clinopyroxene ranged from tens to thousands of
ppm. However, where the substitutions are heterova-
lent and the mineral structure has to be electrostati-
cally balanced either through a vacancy or an ion with
a balancing charge, then Henry’s law may not always
apply. In this case, partitioning may depend upon the
concentration of specific ions. For example, Grant
and Wood (2010) showed this to be the case for Sc
partitioning in olivine in which Dol

Sc (the partition
coefficient for Sc between olivine and melt) varied
according to the concentration of Sc in the melt.
Henry’s law also ceases to apply at very high concen-
trations, although the point at which this takes place
cannot be easily predicted and must be determined for
each individual system. For example, Prowatke and
Klemme (2006) demonstrated that Sm partitioning
into titanite showed a dependence on the bulk com-
position of both the melt and the titanites themselves,
and that Henry’s law ceased to apply at bulk compos-
itions containing several thousand ppm Sm. In the
case where trace elements form the essential structural
constituent of a minor phase, such as Zr in zircon,
Henry’s law behaviour does not strictly apply.
However, for the majority of trace elements in most

rock-forming minerals, the relatively simple mixing
relationships between trace elements and major
elements in their host minerals means that the distribu-
tion of trace elements between minerals and melt can
be quantified in a simple way, as outlined below.

4.2.1 Partition Coefficients

The distribution of trace elements between phases
may be described by a partition coefficient or a distri-
bution coefficient (McIntire, 1963). It is used exten-
sively in trace element geochemistry and describes the
equilibrium distribution of a trace element between a
mineral and a melt. Where the partition coefficient is
calculated as a weight fraction, typical for trace elem-
ent geochemistry, it may also be known as the Nernst
partition coefficient. The distribution coefficient is
defined by

Delementi
mineral-melt ¼ Celementi

mineral
=Celementi

melt (4.3)

where Delementi
mineral-melt is the partition coefficient for elem-

ent i between a mineral and a melt, and C is the
concentration of the trace element i in ppm or wt.%
in either the mineral or the melt. For example, if a
plagioclase phenocryst in a glassy lava contains
500 ppm Sr and there is 125 ppm Sr in the glassy
matrix of the lava, then DSr

mineral-melt ¼ 4.0. The parti-
tion coefficient as defined above includes the Henry’s
law constants for trace element i in the mineral and
the melt and is a function of temperature, pressure
and composition of the melt, but is not controlled by
the concentration of the trace element of interest nor
by the concentration of other trace elements. Similar
partition coefficients may be written for mineral–fluid
or mineral–mineral distributions.
A mineral-melt partition coefficient of 1.0 indi-

cates that the element is equally distributed between
the mineral and the melt. A value of greater than 1.0
implies that the trace element has a ‘preference’ for
the mineral (solid) phase and in the mineral–melt
system under investigation is a compatible element.
A value of less than 1.0 implies that the trace elem-
ent has a ‘preference’ for the melt and is an incom-
patible element.
A bulk partition coefficient is a partition coefficient

calculated for a rock for a specific element from the
partition coefficients of the constituent minerals
weighted according to their proportions. It is defined
by the expression

Di ¼ x1D1 þ x2D2 þ x3D3 þ . . . (4.4)

where Di is the bulk partition coefficient for element
i, and x1 and D1, etc., are the percentage proportion
and partition coefficient for element i in mineral 1,
respectively. For example, in a rock containing 50%
olivine, 30% orthopyroxene and 20% clinopyroxene,
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the bulk partition coefficient (D) for the trace
element i would be

Di ¼ 0:5 Di
ol þ 0:3 Di

opx þ 0:2 Di
cpx

4.2.1.1 Measuring Partition Coefficients

Partition coefficients can be determined in natural
systems from the analysis of minerals and their glassy
matrix in rapidly cooled volcanic rocks. Many of the
early mineral-melt partition coefficient measurements
were obtained in this way by carefully analysing a
clean mineral separate of unzoned minerals and their
glassy matrix to obtain mineral-matrix or phenocryst-
matrix partition coefficients (Philpotts and Schnetzler,
1970). More recently, this approach has been
extended to the analysis of melt inclusions in pheno-
cryst phases. However, there are a number of difficul-
ties with the early approaches to trace element
partition coefficient measurement using phenocryst–
matrix pairs, not least the problem of ensuring equi-
librium in natural samples. Other difficulties include
the presence of mineral inclusions in samples where
bulk minerals have been analysed.

An alternative to using natural systems is to use
experimental data in which synthetic or natural
starting materials are doped with the element of
interest. This approach has the advantage that vari-
ations in temperature, pressure and oxygen fugacity
can be more carefully monitored than in natural
systems. However, in experimental studies of trace
element partitioning it is important to attempt to
establish Henry’s law behaviour, for this then allows
the results to be extrapolated to other compositions
and used in petrogenetic modelling (Dunn, 1987).
More recently, these approaches have been enhanced
with the development of high-precision microbeam
techniques which allow the precise measurement of
low trace element concentrations to be made in situ
in experimental charges. These methods include the
field emission electron microprobe, laser ICPMS and
ion-probe (SIMS) and are discussed in Section 1.4.
A full discussion of potential sources of error in
experimental partition coefficient determination is
given by Neilson et al. (2017).

As the volume of experimental data has increased it
has become clear that many different variables may
influence the value of a partition coefficient, and these
may be categorised into two groups. First, there are the
effects of crystal chemistry. This is amenable to quan-
tification using lattice strain theory as discussed in

Section 4.2.1.2. A second major control on the value
of trace element partition coefficients is the compos-
ition of the melt, based on the understanding that melt
structure and degree of melt polymerisation will
strongly influence the extent to which a melt might
accommodate trace elements (see Section 4.2.1.3).

4.2.1.2 Calculating Partition Coefficients Using
Lattice Strain Theory

To experimentally determine the partition coefficients
for all trace elements in a range of melt compositions
at different pressures and temperatures is an almost
impossible task. In addition, it is often assumed that
mineral-melt partition coefficients are constant during
a given magmatic process, although thermodynamic-
ally this is most unlikely (Wood and Blundy, 2014).
Thus, a number of workers (Beattie, 1994; Blundy and
Wood, 1994, 2003; Wood and Blundy, 1997, 2014)
have sought to develop predictive models of trace
element partitioning based upon a thermodynamic
extrapolation of experimental data. This approach
has led to the development of ‘lattice strain’ models
which are, in effect, the quantification of the qualita-
tive ideas developed by Goldschmidt.
The lattice strain approach was developed by

Nagasawa (1966) and Brice (1975) and is based upon
the concept that trace ions in a crystal lattice can be
treated as charged point defects in the structure. The
disruption of the lattice around these point defects is
minimised by relaxing the neighbouring ions and distrib-
uting the surplus elastic or electrostatic energy through
the lattice. The basic equation, often known as the Brice
equation, for a partition coefficient D for element i is

Di ¼Do exp
�4πEsNA

ro
2

ri � roð Þ2 þ 1
3

ri � roð Þ
� �3

RT

0
BBB@

1
CCCA

(4.5)

where

Di is the partition coefficient
Do is the strain-free partition coefficient, i.e., the
partition coefficient for an ion the same size as
that of the site and the same charge as i which
enters the lattice without strain

Es is the effective Young’s modulus of the site (the
elastic response to lattice strain). Blundy and
Wood (1994) showed that elasticity varies linearly
with the charge of the cation.
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NA is Avogadro’s number
ro is the radius of the site
ri is the radius of ion i
R is the gas constant
T is temperature in Kelvin

(Wood and Blundy, 2014)

Two tests of the lattice strain model demonstrate its
utility. First, on a cation radius versus partition
coefficient diagram of the type first pioneered by

Onuma et al. (1968) and often known as an Onuma
diagram, comparisons between measured partition
coefficients and those calculated using the equation
of Brice (1975) (Eq. 4.5) show very good agreement
(Blundy and Wood, 1994) indicating that the model is
appropriate for cations with a range of ionic charge in
a number of different silicate phases (Figure 4.3).
Second, the lattice strain model has a powerful pre-
dictive capability which allows partition coefficients to
be calculated for elements where there are no
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Figure 4.3 A plot of experimentally determined partition coefficients (expressed as log to the base 10) versus
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system diopside–albite–anorthite (after Wood and Blundy, 1997; adapted by permission of Springer-Nature).
Diagrams of this type are known as Onuma diagrams. The curves drawn through the cations of equal valency
are calculated from the lattice strain model (Eq. 4.5). The measured partition coefficients for mono-, di- and
trivalent cations define separate parabolic curves which become tighter as the charge on the cation increases.
This is due to the increase in the effect of Young’s modulus on the site with increasing charge. The peak of the
parabola corresponds to the ‘best fit’ ionic radius ro and partition coefficient Do which is the optimum size of the
site in plagioclase (see inset). Partition coefficients decrease as the size of the site deviates either positively or
negatively from ro. Deviations from the anticipated parabolic pattern may reveal controls on trace element
partitioning other than those of the size and charge of the cation. Onuma diagrams can also be used to estimate
the size of a distribution coefficient when measurements have been made for a similar element. The inset
diagram illustrates the three key parameters of the lattice strain model: ro, the radius of the site; Do, the strain-
free partition coefficient; and Es, the elastic response of that site to lattice strain as measured by Young’s
modulus. (After Wood and Blundy, 2014; with permission from Elsevier)
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experimental data from those whose values are
already known. Blundy and Wood (1994) calculated
partition coefficients for Ra in plagioclase and clino-
pyroxene at a time when these were not experimen-
tally determined. Subsequent experimental studies
found excellent agreement between the measured
and calculated values.

Thermodynamic theory indicates that the lattice
strain parameters (Do, ro and Es) are a function of
key variables such as pressure, temperature and com-
position, and increasingly the trend is for the lattice
strain parameters to be parameterised from a range of
experimental studies. These equations can then be
used to calculate partition coefficients for a specific
set of conditions for a given group of trace elements.
Wood and Blundy (1997) show how this methodology
may be used to quantify partition coefficients for REE
and Y in clinopyroxene and allows for the precise
quantification of DREE during the polybaric fractional
melting of the mantle.

4.2.1.3 Physical Controls on the Value of Partition
Coefficients in Mineral-Melt Systems

Thus far we have shown how ionic size and charge are
important parameters in the partitioning of trace
elements between minerals and melt and how these
properties may be quantified from experimental data.
We have also noted that consideration of mineral-melt
equilibria from a thermodynamic standpoint indicates
that partitioning is also governed by properties such
as melt composition, temperature and pressure. In the
section that follows we illustrate empirically the
effects of these and other intensive variables on the
size of mineral-melt partition coefficients.

(a) Composition. Two very significant studies from
the 1970s demonstrate that trace elements show dis-
tinct preferences when partitioned between immiscible
acid and basic melts (Watson, 1976; Ryerson and
Hess, 1978), indicating that melt composition exerts
a major control on trace element partitioning.
Typically, the values of partition coefficients are
higher in more siliceous melts, sometimes by as much
as an order of magnitude, as illustrated with respect to
the partitioning of the REE between hornblende and
basaltic, intermediate and felsic melts (Figure 4.4a).

Much of this compositional dependence is related
to structural changes in the melt phase and the
increased polymerisation of the more silica-rich melts.
There are two commonly used models for describing
the degree of structural organisation in a melt. There

is the NBO/T notation in which the ratio of non-
bridging oxygen (NBO) ions is expressed relative to
the proportion of tetrahedrally coordinated cations
(T) ions (Si and Al). It has been shown that with
increasing melt polymerisation there is a decrease in
NBO ions which leads to fewer sites available in the
melt to accommodate trace elements such as the REE.
This gives rise to higher partition coefficients for the
REE. In contrast, partition coefficients for cations
with a low charge/size ratio decrease with increasing
melt polymerisation due to their coupled substitution
with Al (Bennett et al., 2004). The parameter NBO/T
can be calculated using the method of Mysen (1988)
and varies between 4.0 for an unpolymerised melt to
less than 1.0 for a 3D network. This notation has been
used as a measure of melt composition in trace
element partitioning studies by Schmidt et al. (2006).
A slightly different notation is the Xnf/X parameter

where Xnf is the sum of the molar fraction of the
network-forming (nf ) cations (Si and some Al) nor-
malised to X, the sum of all the cations calculated on a
molar basis. This has been used to assess changes in
melt structure in amphibole trace element partitioning
experiments by Tiepolo et al. (2001, 2007).
In addition to the importance of the silica content

of melts on the magnitude of trace element partition
coefficients, other elements may also play an import-
ant role. Bennett et al. (2004) show that the Na
content of a melt in the Na2O–CMAS system has
an important effect on trace element partitioning
between clinopyroxene and melt. In more sodic
melts partition coefficients of the more highly
charged (3þ and 4þ) ions are higher by up to an order
of magnitude relative to values in the ‘pure’ CMAS
system. In addition, in some phases compositional
controls on element partitioning may be exerted by
‘local’ crystal-chemical controls in specific mineral
phases. Examples are given below in the mineral data
for basalt partition coefficients (Section 4.2.1.5).
(b) Temperature. A good example of the control of

temperature on partition coefficients comes from the
compilation of experimental data by Bédard (2014)
for calcic clinopyroxenes. These results show a strong
negative correlation between Dcpx

Ti and temperature
for both mafic and felsic melts, such that at higher
temperatures Ti is incompatible in clinopyroxene,
whereas at low temperatures it is compatible
(Figure 4.4b). In a similar way, Sun et al. (2017)
show that REE partitioning in plagioclase is posi-
tively correlated with temperature. Using the lattice
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strain model and a large experimental database they
parameterised the partition coefficients for mono-,
di- and trivalent cations in the plagioclase M site.
Their results show that the temperature term in their
equations was highly significant for the trivalent ions
(the REE and Y), whereas for the mono- and diva-
lent cations it had a much smaller influence. They
used their results to model plagioclase fractionation
during the crystallisation of the Lunar magma ocean
and show that during cooling from 1250 to 995�C
there is an order of magnitude reduction in
plagioclase–melt partition coefficients for the
REE þ Y (excluding Eu). DCe, for example, reduces
from 0.0097 to 0.00066.
(c) Pressure. One of the more convincing demon-

strations of the effect of pressure on partition

coefficients is the work of Green and Pearson
(1983, 1986) on the partitioning of REE between
sphene and an intermediate silicic liquid. Within a
small compositional range (56–61 wt.% SiO2) at
1000�C they showed that there is a measurable
increase in partition coefficient with increasing pres-
sure from 7.5 to 30 kb. A more recent and petrolo-
gically important example is that of REE
partitioning in clinopyroxene by Bédard (2014). He
reviewed a voluminous amount of experimental data
and showed that in both mafic and felsic melts DREE

decreases with increasing pressure (illustrated with
DSm in Figure 4.4c). Given that clinopyroxene is the
principal host of REE in mantle rocks this observa-
tion has important implications for melting at dif-
ferent depths in the mantle. Similarly, some HFSE

felsic melts
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Figure 4.4 (a) Partition coefficients for REE between amphibole and silicate melt show an increase with
increasing SiO2 content of the melt (data from Tiepolo et al., 2007). In mafic melts (low silica content) light REE
are incompatible and middle and heavy REE are compatible. In felsic melts (high silica content) all the REE are
compatible. (b) Variation in partition coefficient for Ti in clinopyroxene with temperature. LnD–Ti increases
with falling temperature (increasing 10,000/K). Mafic melts are represented by the shaded field and felsic melts
by squares (after Bédard, 2014; with permission from John Wiley & Sons). (c) Variation in partition coefficient
for Sm in clinopyroxene with pressure. LnD–Sm decreases with increasing pressure. The solid red line and
circular data points are for felsic melts, the grey line and square data points are for mafic melts (after Bédard,
2014; with permission from JohnWiley and Sons). (d) Variation in partition coefficients for Re in clinopyroxene
with changing oxygen fugacity. At high oxygen fugacities the dominant ion is Re4+ which is compatible. At low
oxygen fugacities the dominant ion is Re6+, which is strongly incompatible. (After Mallman and O’Neill, 2007;
with permission from Elsevier)
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(notably Ti and Zr) show a similar property and in
some amphiboles DTi,Zr decreases with increasing
pressure (Dalpe and Baker, 2000).

(d) Oxygen fugacity and the importance of redox-
sensitive trace elements. In experimental studies
oxygen fugacity (fO2) is often buffered and this is
normally reported relative to the quartz–fayalite–
magnetite (QFM) oxygen buffer. fO2 values are a
function of temperature, and so reference is sometimes
made to the QFM fO2–T buffer curve. The QFM
buffer tends to be used as a reference point since this
is thought to approximate to the oxidation state of the
upper mantle. However, in natural magmatic systems
oxygen fugacity can vary by several orders of magni-
tude, and so the redox effect on trace element parti-
tioning for heterovalent cations can be significant.
Elements in this category include the first-row transi-
tion series elements, the PGE þ Re and Eu, although
experimental studies show that the most important
redox-sensitive trace elements can be reduced to just
V, Re, Eu and the major element Fe. As an example,
the element Re may form the ions Re4þ and Re6þ in
terrestrial magmas. As the Re ion becomes more oxi-
dised there is a reduction in ionic size from 63 to
55 pm (10�12 m) (Shannon, 1976). This reduction in
ionic size influences the partitioning of the element
into specific sites in the mineral lattice. Mallmann
and O’Neill (2007) showed that Re4þ is moderately
compatible in garnet and clinopyroxene, slightly
incompatible in orthopyroxene and spinel, and incom-
patible in olivine, but Re6þ is incompatible in all
phases (Figure 4.4d). In a similar way the trace elem-
ent V has the potential to form the ions V2þ, V3þ, V4þ

and V5þ with the resultant reduction in ionic radius
from 79 to 54 pm, for six-fold coordination, with
increased oxidation (Shannon, 1976). Mallmann and
O’Neill (2009) explored the change in the measured
partition coefficients for DV during mantle melting
over a wide range of redox conditions (�13 to +11
fO2 relative to the quartz–fayalite–magnetite oxygen
buffer) – this covers the known redox conditions of the
entire inner solar system. They showed that at low
oxygen fugacity V is compatible in the phases olivine,
pyroxene and spinel, whereas at high oxygen fugacity
it is highly incompatible. The systematic change in
partition coefficient with increasing oxygen fugacity
for elements such V and Re means that their concen-
trations in basaltic melts will vary according to the
redox conditions of mantle melting. These data have
been inverted to calculate the redox state of the mantle

in different tectonic settings (see Mallmann and
O’Neill, 2007, 2009, 2013, 2014; Laubier et al., 2014).
The most redox-sensitive trace element in plagio-

clase is Eu. At low oxygen fugacities europium forms
Eu2þ whereas at high fugacities it forms Eu3þ and the
two species behave very differently in their partition-
ing between plagioclase and a basaltic melt, for the
larger Eu2þ ion is more compatible than the smaller
Eu3þ in plagioclase. Eu when divalent follows Sr,
whereas the trivalent oxidised form follows the REE
(Drake and Weill, 1975; Aigner-Torres et al., 2007).
The net result of this is that the partitioning behaviour
of Eu may depart from that of the other REE leading
to an Eu anomaly in the REE pattern.
(e) Water content of the melt. The addition of water

to a silicate melt has two opposing effects on partition
coefficients. First, since the presence of water lowers
the crystallisation temperature of a melt, this may
cause partition coefficients to increase, but, second,
the presence of water may the lower the activity and
activity coefficients of the trace components in the
melt such that partition coefficients may decrease
(Wood and Blundy, 2014). Gaetani et al. (2003) found
that during the partial melting of hydrous peridotite
clinopyroxene REE partition coefficients were lower
than predicted. They attributed this reduction inDREE

to a change in the degree of melt polymerisation
caused by the addition of water to the melt. In plagio-
clase Bédard (2006) noted that DTi and DREE increase
as the water content of the melt increases.

4.2.1.4 Selecting an Appropriate Partition
Coefficient

It is clear from the foregoing discussion that selecting
an appropriate partition coefficient is not simple given
the large number of variables to consider. A further
complexity is the observation that mineral-melt parti-
tion coefficients are not constant during differenti-
ation processes, for as a melt differentiates the
composition of the melt, the pressure and the tempera-
ture will all change (Wood and Blundy, 2014).
Sometimes the effects of the different variables can
be inter-related, as, for example, when the liquidus
temperature of a melt is a function of composition as
in the case for olivine in a magnesian melt. At other
times the effects of two different variables may cancel
each other out. An example would be the contrasting
effects of increased pressure, which serves to increase
the partition coefficient, and increasing temperature,
which reduces it.
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Given the important control of melt composition
on the size of partition coefficients, Nielsen and
Drake (1979) and Neilsen and Dungan (1983)
sought to minimise the impact of this variable by
considering melt composition as a two-lattice melt
model. In this model, the melt is assumed to be
made up of two independent lattices comprising
the network-forming and the network-modifying
cations and anions. Partition coefficients are then
parameterised against complex functions of melt
chemistry. However, as Bédard (2005) pointed out
there are some difficulties with this approach. First,
some cations can fulfil multiple structural roles
within the melt. In addition, the parameterisation
of D-values requires that the melt composition be
known exactly, and while this might work in labora-
tory experiments it cannot always be applied to
natural rock samples.
Given that not all trace element data is adequately

parameterised, a more empirical approach is taken
here. Tables of partition coefficients (Tables 4.1–4.4)
have been compiled from the literature to illustrate
‘indicative’ partition coefficients. It is recommended
that these are used as a guide in petrological modelling
and should not be taken as definitive. For a particular
petrological model, partition coefficients should be
taken from experimental studies that most closely
match those of the conditions being modelled. The
partition coefficients tabulated here are organised by
melt composition and are drawn from the huge wealth
of experimental work on trace element partitioning
now published.
Much of the older partition coefficient (Kd) data is

summarised in the GERM (Geochemical Earth
Reference Model) database collated by R. Neilson at
https://earthref.org/KDD/.https://earthref.org/GERM/
tools/tep.htm. This database includes partition coeffi-
cients for a range of mineral species hosted in a wide
range of rock types and has the advantage of being
searchable, and the results can be downloaded into an
Excel spreadsheet. In addition to individual experimen-
tal studies, there are some helpful syntheses such as the
special volume of Lithos edited by Austreheim and
Griffin (2000). In addition, compilations of partition
coefficient data for specific minerals include olivine
(Bédard, 2005), plagioclase (Bédard, 2006), orthopyr-
oxene (Bédard, 2007), clinopyroxene (Bédard, 2014),
and amphibole Tiepolo et al. (2007).
The longer-term aim of trace element partitioning

studies is that all the relevant variables should be

parameterised. This will include the composition of
the mineral host, the composition of the melt, pressure
and temperature. The extent to which this has already
been accomplished is summarised in the review by
Wood and Blundy (2014).

4.2.1.5 Partition Coefficients in Basalts

Some indicative partition coefficients for the geologic-
ally important trace elements in minerals in equilibrium
with basaltic melts are listed in Table 4.1. The compil-
ation is based upon a range of sources outlined below.
Some REE values are interpolated, and those associ-
ated with some minerals common in mafic melts are
shown in Figure 4.5. In the discussion that follows the
relevant experimental conditions are included where
possible. Averages are calculated as median values.
(a) Olivine. Most partition coefficients for trace

elements in olivine vary with the MgO content of the
melt and with temperature, for the two variables are
strongly correlated. Many of these partition coeffi-
cients have been parameterised by Bédard (2005).
For the highly siderophile elements partition coeffi-
cients tend to vary as a function of fO2 with an
increase in Di as fO2 decreases (Righter et al., 2004).
For the REE, partition coefficients increase with
increasing Al in olivine and decrease with increasing
pressure and with Fo content of the olivine (Sun and
Liang, 2013).
Olivine–melt partition coefficients for Ti, V, Mn,

Co and Ni are taken from the experimental study of
Laubier et al. (2014) for MORB melts (MgO ¼ 8.56
wt.%) using median values for experimental runs
between 1150 and 1190�C, at 0.1 MPa (atmospheric
pressure) and fO2= QFM. Values for K, Cs, Pb, Th,
U, Zr, Nb, Hf and Ta are from the parameterisation
of Bédard (2005) for melts with 11 wt.% MgO. Values
for Li, Be, Cu, Mo and Ga are also from the compil-
ation of Bédard (2005). Values for the REE, Y, Sc, Sr
and Ba are from Beattie (1994) using the recom-
mended results for a komatiitic melt (experiment
C10) as most appropriate for partial melting calcula-
tions. This experiment was conducted at 1495�C, at
atmospheric pressure and at log fO2 ¼ �4.7. Partition
coefficients for the HSE Ru, Pd, Re and Au are from
the experimental study of Righter et al. (2004) on a
Hawaiian ankaramite (MgO ¼ 9.75 wt.%) at atmos-
pheric pressure and 1300�C, adjusted for the oxygen
fugacity of natural systems. Os, Ir and Pt are from the
compilation of Bédard (2005). Zn and Cr are from the
GERM database.
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Table 4.1 Mineral-melt partition coefficients for trace elements in basaltic melts

Atomic
number

Symbol Name Olivine Orthopyroxene Clinopyroxene Garnet Plagioclase Ca-
Amphibole

3 Li Lithium 0.198 0.200 0.200 0.022 0.2940 0.104
4 Be Beryllium 0.248 0.016 0.047 0.003 0.5675 0.170
5 B Boron 0.0055 0.018 0.036 0.0045 0.1860 0.010

19 K Potassium 0.006845 0.0003 0.007 0.00061 0.2030 0.400
21 Sc Scandium 0.1200 1.290 1.750 2.620 0.0160 4.940
22 Ti Titanium 0.0096 0.759 0.380 0.290 0.0380 2.665
23 V Vanadium 0.0896 0.856 2.900 3.600 0.0100 6.080
24 Cr Chromium 1.180 3.520 8.100 2.010 0.0450 6.030
25 Mn Manganese 1.632 1.410 0.895 0.865 0.0290 nd
27 Co Cobalt 5.294 2.480 1.350 0.950 0.1490 nd
28 Ni Nickel 24.010 7.380 2.600 5.100 0.1620 nd
29 Cu Copper 0.1100 nd 0.360 0.575 0.1400 nd
30 Zn Zinc 0.8300 nd 0.490 1.148 0.1300 nd
31 Ga Gallium 0.1026 0.206 0.740 1.010 1.7000 nd
37 Rb Rubidium 0.0007 0.003 0.010 0.0007 0.1140 0.090
38 Sr Strontium 0.000138 0.0012 0.088 0.0074 1.6290 0.660
39 Y Yttrium 0.007190 0.0950 0.670 8.5000 0.0371 1.325
40 Zr Zirconium 0.008 0.0320 0.1115 0.7300 0.0010 0.370
41 Nb Niobium 0.004 0.0013 0.0037 0.0055 0.0970 0.390
42 Mo Molybdenum 0.1034 0.0039 0.014 nd nd nd
44 Ru Ruthenium 1.0000 nd 2.400 nd nd nd
45 Rh Rhodium 2.6960 nd 0.240 nd nd nd
46 Pd Palladium 0.1000 nd < 0.3 nd nd nd
55 Cs Caesium 0.0007 nd nd nd 0.5960 0.030
56 Ba Barium 0.000023 0.000006 0.0002 0.00037 0.2470 0.385
57 La Lanthanum 0.000022 0.0008 0.086 0.0047 0.1630 0.200
58 Ce Cerium 0.000045 0.0016 0.175 0.0179 0.0960 0.350
59 Pr Praseodymium 0.000085 0.0032 0.289 0.0593 0.1320 0.610
60 Nd Neodymium 0.000200 0.0056 0.470 0.170 0.0908 0.730
62 Sm Samarium 0.000636 0.0150 0.810 0.870 0.1060 1.075
63 Eu Europium 0.001200 0.0300 1.000 1.630 0.1005 1.130
64 Gd Gadolinium 0.001800 0.0340 1.040 2.550 0.0502 1.370
65 Tb Terbium 0.002750 0.0540 1.220 4.200 0.0500 1.390
66 Dy Dysprosium 0.004000 0.0770 1.400 6.200 0.0293 1.405
67 Ho Holmium 0.006430 0.1000 1.350 8.200 0.0250 1.360
68 Er Erbium 0.0110 0.1200 1.340 9.600 0.0181 1.275
69 Tm Thulium 0.0140 0.17 1.380 11.100 0.0150 1.200
70 Yb Ytterbium 0.0188 0.2200 1.420 12.600 0.0110 1.050
71 Lu Lutetium 0.0280 0.2200 1.160 13.700 0.0093 0.850
72 Hf Hafnium 0.0080 0.0600 0.383 0.480 0.0100 0.680
73 Ta Tantallum 0.0300 0.0025 0.0239 0.0215 0.0750 0.335
75 Re Rhenium 0.010 0.180 0.200 0.100 nd nd
76 Os Osmium 0.53437 nd 0.010 nd nd nd
77 Ir Iridium 0.42619 nd nd nd nd nd
78 Pt Platinum 0.05140 nd nd nd nd nd
79 Au Gold 0.10000 nd nd nd nd nd
82 Pb Lead 0.0013 0.0013 0.009 0.00034 1.5920 0.095
90 Th Thorium 0.0018 0.00002 0.013 0.0015 0.3050 0.020
92 U Uranium 0.0013 0.00004 0.006 0.0104 0.0107 0.010

Notes: nd, no data
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(b) Orthopyroxene. Partition coefficient data for
orthopyroxene in a basaltic melt for the REE, HFSE
and Sr are from the experimental study of Green et al.
(2000). This study shows that partition coefficients in
orthopyroxene are strongly influenced by the Al con-
tent of the orthopyroxene. Average values were taken
from experiments on a tholeiitic basalt (Mg# ¼ 59),
conducted under hydrous conditions at 2.0–7.5 GPa
and 1080–1200�C and a fO2 between the Ni–NiO and
magnetite–wustite buffers. Partition coefficients for
Sc, Ti, V (at QFM) and Mn, Co, Ni, Ga are from
the average experimental values of Laubier et al.
(2014) in a MORB melt (MgO ¼ 8.56 wt.%) at
1150–1190�C, 0.1MPa and fO2 ¼ QFM to NNOþ2.
Partition coefficients for B, Be and Li are from the
experimental study of Brenan et al. (1998) on a bas-
altic andesite at 1000–1350�C at atmospheric pres-
sure. Data for K, Rb and Ba are from the GERM
database and Cr is for Cr3þ from Mallmann and
O’Neill (2009), who show that chromium partition
coefficients for orthopyroxene increase with increas-
ing oxygen fugacity.

(c) Clinopyroxene. Bédard (2014) showed that there
is significant crystal chemical control in trace element
partitioning in clinopyroxene. For example, there is a
positive correlation between DTi and the tetrahedral
Al content of clinopyroxenes implying a coupled Ti–
Al substitution. A similar pattern was observed for
DZr andDCo which also increase with increasing alkali
content and silica content but decrease with increasing
Mg# and CaO content (Bédard, 2014).
Here partition coefficient data for clinopyroxenes

for the REE, HFSE and Sr are from the experimental
study of Green et al. (2000) conducted on a tholeiitic
basalt (Mg# ¼ 59), as described above for orthopyr-
oxene. In these experiments both the water content
and the temperature of the melt influence trace elem-
ent partitioning, although the effect of water is greater
than that of temperature such that partition coeffi-
cients are lower under hydrous conditions. Sr values
are pressure-sensitive and DSr increases with increas-
ing pressure. Partition coefficient values for the elem-
ents Mo, Ru, Rh and Pd are from the compilation of
Bédard (2014) and Be, B, Sc, K, Ti, V, Cr, Mn, Ga,
Rb, Re, Os, Pb, U and Th are from the GERM
database; median values are used where there are
multiple records.
(d) Garnet. Partition coefficient data for garnet for

the REE, HFSE and Sr are from the experimental
study of Green et al. (2000) on a tholeiitic basalt
(Mg# ¼ 59), as described above for orthopyroxene.
As noted, both the water content and the temperature
of the melt influence trace element partitioning such
that at lower temperatures partition coefficients
increase whereas under higher water contents parti-
tion coefficients decrease. Thus, the two effects tend to
cancel each other out. Partition coefficients for Li and
K are from the experimental study of Gaetani et al.
(2003) on the melting of hydrous peridotite at 1.2 GPa
and 1185�C. Partition coefficients for B, Be, Sc, Ti, V,
Ni, Rb, Ba, Cr, Mn, Co, Ni, Zn, Ga, Pb, Th and
U are from the GERM database. Re is reported as
Re4þ at the conditions of the QFM buffer after
Mallmann and O’Neill (2007).
(e) Plagioclase. Trace element partitioning

between plagioclase and a basaltic melt is strongly
dependent on the An content of the plagioclase and
most partition coefficients increase with decreasing
An content (Blundy and Wood, 1991; Bindeman
et al., 1998; Bédard, 2006; Tepley et al., 2010). In
addition, the partition coefficients of a small
number of elements (Zr, Fe, Eu and Cr) are sensitive
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Figure 4.5 REE mineral-melt partition coefficients
between the major silicate minerals and basaltic melts.
(Data from Table 4.1)
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to fO2 (Aigner-Torres et al., 2007). There is no signifi-
cant temperature control (Bindeman et al., 1998).

Partition coefficient data for plagioclase for the
LILE, HFSE and first transition series elements were
selected from the experimental database of Aigner-
Torres et al. (2007) for the partitioning between
plagioclase (An73–79) and MORB at 1200�C, atmos-
pheric pressure and fO2 ¼ QFM. Additional data for
B, Be, V, Co, Ni, U and the REE þ Y were obtained
from the experimental studies of Bindeman et al.
(1998) and Bindeman and Davis (2000). These experi-
ments are for a basaltic andesite at T ¼ 1426–1572 K,
in air, at atmospheric pressure with plagioclase com-
positions between An75 to An77.2. Partition coeffi-
cients for Zn, Ga, Hf and Cu are from the
GERM database.

(f ) Amphibole. Trace element partitioning in
amphibole is complex because of the number of dif-
ferent sites in the mineral lattice. There are three
octahedral sites: M1, M2 and M3; an eight-fold M4
site occupied by Ca and Na; and a twelve-fold A-site
occupied by Na and K or that may be vacant. The
different sizes of these sites mean that they will exert
different preferences for trace elements. Experimental
studies show that partition coefficients in amphibole
vary primarily as a function of the degree of melt
polymerisation and are not strongly influenced by
changes in P or T (Tiepolo et al., 2007). The effects
of melt composition have been parameterised for the
REE and Y as a function of Xnf/X (Tiepolo et al.,
2007) (see Section 4.2.1.3). In addition, there are local
crystal-chemical effects such as the Ca content (Wood
and Blundy, 2014) and Mg# (Tiepolo et al., 2001),
and for a few elements (Ti, Hf, Zr, Rb, Ba, La, Nd)
oxygen fugacity also exerts a small effect (Dalpe and
Baker, 2000).

The partition coefficient data listed here are for
calcic-amphiboles and are from the review of
Tiepolo et al. (2007). Experimental data were selected
for melts in the range SiO2 ¼ 48.1–52.4 wt.% at
temperatures and pressures between 950 and 1070�C
and 0.2–1.4 GPa and at fO2 ¼ QFM � 2.

4.2.1.6 Partition Coefficients in Andesites

The partition coefficients for trace elements between
rock-forming minerals and andesitic melts (57–63 wt.%
SiO2 as defined in the TAS classification) are shown in
Table 4.2 and Figure 4.6. This compilation is based
upon the range of sources outlined below. Some REE
values are interpolated. Where possible the relevant

experimental conditions are included. Averages are
calculated as median values. Some data are from the
GERM database. Early compilations for mineral–
andesite partition coefficients are based upon
phenocryst–matrix studies but are highly variable
(Luhr and Carmichael, 1980; Gill, 1981). This is, in
part, due to the range of melt compositions exam-
ined, the presence of mineral inclusions in the min-
eral separates analysed and the precision of the
analytical methods used.
The olivine partition coefficients reported in

Table 4.2 are from a single andesite (experimental
melt compositions 56–60 wt.% SiO2) in Dunn and
Sen (1994); Be, B and Li are from Brenan et al.
(1998); and other data are from the GERM database.
Similarly, the orthopyroxene data represent three
andesite samples (experimental melt compositions
56–61 wt.% SiO2) from Dunn and Sen (1994) and
the GERM database. The clinopyroxene REE and
HFSE data are calculated from Klein et al. (2000)
for a hydrous tonalitic melt (SiO2 ¼ 57.9 wt.%) at
900–1000�C and 1.5–3.0 GPa, Be, B and Li from
Brenan et al. (1998) and the GERM database. As in
the case of basaltic melts clinopyroxene REE partition
coefficients are composition-dependant and vary
according to the jadeite content of the pyroxene.
Experimental studies show that garnet REE partition
coefficients are strongly temperature-dependent with
partition coefficients increasing with decreasing tem-
perature Klein et al. (2000). For this reason, garnet
REE and HFSE partition coefficients are taken from
a single hydrous experiment in the study of Klein et al.
(2000) in which the temperature is 950�C and pressure
1.5 GPa. The hornblende REE and HFS partition
coefficients are from Klein et al. (1997) for a melt
composition with 57.9 wt.% SiO2; other data are from
Brenan et al. (1995) and the GERM database. The
partition coefficient data for plagioclase are averages
from the four andesitic compositions studied by Dunn
and Sen (1994) and from the GERM database,
although, as already discussed, partition coefficients
for plagioclase are in part a function of the An content
of the plagioclase.

4.2.1.7 Partition Coefficients in Dacites
and Rhyolites

Some indicative partition coefficients from published
sources for the major rock-forming minerals in
dacites, rhyodacites, rhyolites and high silica rhyolites
are given in Table 4.3. These rocks have > 63 wt.%.
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SiO2 in the TAS classification. Compared with bas-
altic rocks, there are fewer modern experimental
determinations of partition coefficient data for felsic
rocks. Many published data sets are based upon
phenocryst–matrix determinations and show some
variability. In part this is because of the way partition-
ing behaviour is governed by melt structure and com-
position, but it also relates to other uncertainties with

the matrix–phenocryst method discussed above. Data
are drawn from a number of published sources sup-
plemented with the compilations of Bacon and Druitt
(1988) based upon rhyolites with 71 wt.% SiO2 and
that of Nash and Crecraft (1985) for high-silica
rhyolites (71–76 wt.% SiO2). The REE partition coef-
ficients associated with some minerals common in
felsic melts are shown in Figure 4.7.

Table 4.2 Mineral-melt partition coefficients for trace elements in andesitic melts

Atomic
number

Symbol Name Olivine Orthopyroxene Clinopyroxene Garnet Plagioclase Hornblende

3 Li Lithium 1.300 0.783 nd nd 0.450 0.124
4 Be Beryllium nd 0.360 nd nd 0.300 nd
19 K Potassium nd 0.014 0.011 0.010 nd nd
21 Sc Scandium 0.283 3.875 14.000 3.900 nd 10.550
22 Ti Titanium 0.030 nd nd 2.620 0.047 2.320
23 V Vanadium 0.080 1.000 3.150 8.000 0.270 9.650
24 Cr Chromium 5.3–34 21–143 30–245 22.000 (0.075) 1.59–60.5
25 Mn Manganese nd 7.300 4.500 nd nd 0.680
27 Co Cobalt 1.885 12.000 5.500 1.800 nd 1.77–6.1
28 Ni Nickel 20.800 0.79–24 4.6–9 0.600 nd 10.000
29 Cu Copper 2.200 0.190 0.660 nd nd 11.600
30 Zn Zinc 1.500 3.500 2.000 nd nd 0.42–8.7
31 Ga Gallium 0.250 0.320 0.470 nd nd nd
37 Rb Rubidium 0.036 0.022 0.030 0.010 0.015 0.140
38 Sr Strontium 0.020 0.005 0.280 nd 2.625 0.280
39 Y Yttrium 0.045 0.343 2.000 11.000 0.024 2.500
40 Zr Zirconium 0.010 0.031 0.290 0.530 0.001 0.260
41 Nb Niobium 0.035 0.027 2.100 0.040 0.018 0.280
42 Mo Molybdenum 0.111 1.323 nd nd nd nd
55 Cs Caesium 0.01–0.27 0.01–0.38 0.01–0.64 nd 0.038 0.01–0.5
56 Ba Barium 0.020 0.115 0.068 nd 0.498 0.120
57 La Lanthanum 0.008 0.002 0.099 0.028 0.119 0.120
58 Ce Cerium 0.008 0.005 0.193 0.080 0.094 0.240
59 Pr Praseodymium 0.010 0.005 0.290 0.130 0.072 0.420
60 Nd Neodymium 0.011 0.019 0.420 0.222 0.065 0.630
62 Sm Samarium 0.015 0.073 0.750 0.810 0.046 1.370
63 Eu Europium 0.017 0.057 0.990 1.540 0.630 1.080
64 Gd Gadolinium 0.016 0.140 0.910 4.590 0.040 1.490
65 Tb Terbium 0.025 0.240 1.050 6.300 0.053 1.650
66 Dy Dysprosium 0.031 0.260 1.200 9.000 0.025 1.770
67 Ho Holmium 0.037 0.410 1.550 15.000 0.018 1.600
68 Er Erbium 0.044 0.430 1.900 20.000 0.014 1.470
69 Tm Thulium 0.071 0.645 1.400 22.000 0.012 1.300
70 Yb Ytterbium 0.071 0.590 0.900 24.000 0.010 1.150
71 Lu Lutetium 0.110 1.035 0.700 24.000 0.009 1.070
72 Hf Hafnium 0.020 0.115 0.368 0.440 nd 0.430
73 Ta Tantallum 0.065 0.049 0.430 0.080 0.069 0.270
82 Pb Lead 0.014 nd 0.870 nd 
 0.012 0.120
90 Th Thorium 0.039 0.010 0.100 nd > 0.012 0.017
92 U Uranium 0.057 0.012 nd nd 0.012 0.008

Notes: nd, no data; values in parentheses are uncertain.
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Plagioclase partition coefficients for Li, Sr, Y, Zr,
Nb, Ba, Hf and the REE are from Brophy et al.
(2011). In this study phenocrysts in equilibrium with
a rhyolitic partial melt in gabbro (SiO2 ¼ 72–73
wt.%) were analysed by ion microprobe. The parti-
tion coefficients reported are median values of mul-
tiple analyses. Data for the elements Ti, Mn, Zn, Cu
and Pb are from the experimental study of Iveson
et al. (2018) conducted at 810–860�C, 1.5–4.05 kb
and oxygen fugacity NNO ¼ �0.5 to þ2 log units.
Melt compositions have 73–75 wt.% SiO2 (dry) and
the plagioclase is An39–59. Other values are from
Bacon and Druitt (1988). It has already been noted
that trace element partition coefficients for plagio-
clase are strongly dependent on the composition of
the host mineral and on melt temperature (Sun et al.,
2017). In particular, there is a strong relationship
between the partition coefficients for Sr and Ba and
the mole fraction of anorthite in plagioclase. Both
elements are more compatible in albite than in
anorthite (Blundy and Wood, 1991).

Partition coefficient data for K-feldspar are from
the GERM database. REE values are based upon

average values and the missing values estimated by
interpolation. Partition coefficient data for more sodic
alkali feldspars are given by Streck and Grunder
(1997) for the trace elements Cr, Mn, Co, Rb, Sr,
Cs, Ba, REE, Hf, Ta and Th and by Wolff and
Ramos (2014) for Rb, Cs, Sr, Ba and Pb.
Trace element partition coefficients for clinopyrox-

ene are taken from the experimental study of Huang
et al. (2006) for Cs, La, Ce, Sm, Eu, Er and Yb, with
the remaining REE interpolated. In this study the
silica content of the melt was ca. 69 wt.%. Data for
Li, Sc, V, Mn, Zn, Ga, Cu, Sr, Y, Zr, Nb, Ba, Hf and
Pb are from the more siliceous melts in the experi-
mental study of Iveson et al. (2018). K and Ti are from
the Severs et al. (2009) phenocryst–melt inclusion data
for dacitic melts (SiO2 ¼ 65 wt.%). The remaining
elements are from Bacon and Druitt (1988) and from
the GERM database.
Partition coefficient data for orthopyroxene for

Li, Sr, Y, Zr, Nb, Ba, Hf and REE are from
Brophy et al. (2011), with data for K, Ti and Pb
from Severs et al. (2009) and for Ni from Stimac and
Hickmott (1994). Other trace elements are from
Bacon and Druitt (1988). It should be noted that
there is considerable variation in some published
trace element partition coefficients between ortho-
pyroxene and felsic melts – compare, for example,
the REE in the compilation of Bacon and Druitt
with the study of Brophy et al. (2011), where the
differences between these two studies may reflect the
different silica content of the melts.
Trace element partition coefficients for amphibole

for Li, Sr, Y, Zr, Nb, Ba, Hf and the REE are from
Brophy et al. (2011), and for the elements Sc, V, Mn,
Ni, Cu, Zn, Ga, Rb, Mo and Pb from Iveson et al.
(2018). There are some differences between these and
other published data, in particular for Rb, Sr, Zr, Ba,
Mo and Pb, and again it appears that small differ-
ences in melt composition may induce significant vari-
ations in partition coefficient values. Other data are
from Bacon and Druitt (1988).
Garnet partition coefficient data are from the

GERM database where the REE data are based upon
the phenocryst–matrix data of Irving and Frey (1978).
Biotite partition coefficients also from the GERM
database and are mostly phenocryst–matrix measure-
ments taken from Nash and Crecraft (1985). Partition
coefficient data for magnetite are from the compil-
ation of Nash and Crecraft (1985) and Bacon and
Druitt (1988). Ilmenite data are from the GERM
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Figure 4.6 REE partition coefficients for the major
silicate minerals in andesitic melts. (Data from
Table 4.2)
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Table 4.3 Mineral-melt partition coefficients for trace elements in rhyolitic melts

Atomic
number

Symbol Name Orthopyroxene Clinopyroxene Garnet Plagioclase Amphibole K-feldspar Biotite Ilmenite Magnetite

3 Li Lithium 0.076 0.260 nd 0.152 0.700
19 K Potassium 0.004 0.002 nd nd nd nd nd nd nd
21 Sc Scandium 7.100 15.900 20.200 0.010 11.790 0.027 4.9–20 5.9 5.000
22 Ti Titanium 0.229 0.412 5.600 0.060 nd nd nd 150–235 nd
23 V Vanadium nd 7.440 7.000 nd 6.670 nd nd nd nd
24 Cr Chromium 10.000 30.000 3.850 0.100 40.000 nd 8.3–31 3.0000 30.000
25 Mn Manganese 4.055 4.900 nd 0.060 3.890 nd 13.6–230 15–35 28–37
27 Co Cobalt 38.000 17.000 3.000 0.150 37.000 nd nd nd 80.000
28 Ni Nickel 11–25 nd nd nd 94.830 nd nd nd nd
29 Cu Copper nd 0.110 nd 0.080 0.080 nd nd nd nd
30 Zn Zinc 6.000 1.960 nd 0.140 2.990 nd nd 10.500 15.000
31 Ga Gallium nd 0.590 nd nd 0.710 nd nd nd nd
37 Rb Rubidium nd 0.030 nd 0.300 0.030 0.415 2.3–4.1 nd 0.010
38 Sr Strontium 0.008 0.230 0.020 31.000 6.595 5.900 0.541 nd 0.010
39 Y Yttrium 0.215 3.510 130.000 0.016 5.670 nd 1–1.4 0.2–1.6 nd
40 Zr Zirconium 0.009 0.210 0.400 0.0002 0.450 0.195 1.3 nd 0.240
41 Nb Niobium 0.002 0.210 nd 0.0025 1.400 nd 4–9.5 50.9–64.2 nd
42 Mo Molybdenum nd nd nd nd 0.030 nd 1.7–5.7 3.000 6–16
55 Cs Caesium 0.010 0.023 nd 0.030 0.100 0.123 1.2–4.4 nd 0.010
56 Ba Barium 0.0007 0.010 nd 0.200 0.200 14.450 18 nd 0.100
57 La Lanthanum 0.001 0.130 0.278–0.54 0.170 0.710 0.085 0.76–15.1 7.100 0.660
58 Ce Cerium 0.002 0.410 0.79–0.93 0.130 1.350 0.042 0.86–11 7.800 0.710
59 Pr Praseodymium 0.010 0.500 nd 0.110 2.300 0.039 nd nd nd
60 Nd Neodymium 0.013 0.600 0.27–0.73 0.094 3.280 0.035 0.9–5.7 7.600 0.930
62 Sm Samarium 0.045 0.760 0.84–1.04 0.100 4.950 0.023 1–4.3 6.900 1.200
63 Eu Europium 0.018 0.190 0.167–0.31 0.200 0.750 4.900 0.59–4.7 2.500 0.910
64 Gd Gadolinium 0.080 0.760 3.7–5.3 0.060 7.400 0.011 nd nd nd
65 Tb Terbium nd 0.900 7.2–11.9 nd nd 0.030 0.87–3.9 6.500 1.300
66 Dy Dysprosium 0.345 1.000 nd 0.045 12.165 0.065 0.76–3.4 4.900 1.6–4.4
67 Ho Holmium nd 1.070 28.2–34.5 nd nd 0.050 nd nd nd
68 Er Erbium 1.700 1.150 nd 0.060 20.000 0.040 nd nd nd
69 Tm Thulium nd 1.050 nd nd nd 0.030 nd nd nd
70 Yb Ytterbium 3.150 0.960 54–67 0.025 29.465 0.023 0.6–3 4.100 0.440
71 Lu Lutetium 4.400 0.900 47–64 0.060 30.000 0.030 0.6–3.4 3.600 0.300
72 Hf Hafnium 0.054 1.410 nd 0.050 0.855 nd 0.44–0.84 3.100 0.240
73 Ta Tantallum 0.110 0.500 nd 0.030 0.430 0.011 1.2–1.9 64–85 1.200
82 Pb Lead 0.018 0.020 nd 0.180 nd 1.825 0.1–1.6 nd nd
90 Th Thorium 0.140 0.100 nd 0.010 0.160 0.220 0.27–2 7.500 0.010
92 U Uranium nd nd nd nd nd 0.048 0.46–1.2 3.200 0.21–0.83

Notes: nd, no data
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database with the REE from Nash and Crecraft
(1985), and values for Ti, Mn, Y, Zr and Ta are from
the study of Stimac and Hickmott (1994) in which the
melt composition was ~75 wt.% SiO2.

4.2.1.8 Partition Coefficients in Accessory
Minerals

The minerals zircon, monazite, apatite, titanite and
allanite occur primarily as accessory phases in felsic
melts. These minerals occupy only a small volume of
their parent rock but exercise a disproportionate effect
on the distribution of some trace elements, in particu-
lar the REE. Further, they contain elements which are
normally regarded as trace elements, but in these
particular phases form a stoichiometric component
of the host mineral. This means that they do not obey
Henry’s law (Section 4.2.1) and therefore do not
behave in the same way as other trace elements
(Prowatke and Klemme, 2006; Chapman et al., 2016).

The appearance of an accessory phase in a melt is
governed by the solubility of the phase in the melt.
For example, in the case of zircon (ZrSiO4) the crys-
tallisation of the mineral from a melt is governed by
the solubility of Zr in the melt, such that when the

melt is saturated in Zr, zircon will crystallise from the
melt. In practice, therefore, zircon (and other acces-
sory minerals) will appear in an igneous sequence
towards the end of a differentiation process. Zr solu-
bility is controlled by variables such as melt compos-
ition and temperature. Formulations of accessory
mineral solubility have been given by Kelsey et al.
(2008) for zircon and monazite, by Stepanov et al.
(2012) for monazite, and by Harrison and Watson
(1984) for apatite.

In this section the main focus is on the partition
coefficients for the REE and for element pairs such as
Nb–Ta and Th–U where either large partition coeffi-
cients or, in the case of element pairs, very different
partition coefficients between the pair may have a
major impact on the trace element composition of
the melt. Partition coefficients for other elements
derived from older mineral–matrix measurements are
given in the GERM database. Relevant values are
summarised in Table 4.4 and a plot of partition coef-
ficients for the REE in accessory phases is given in
Figure 4.8.
Zircon (ZrSiO4) is one of the best studied accessory

minerals because of its importance in geochronology
and its use, when found as detrital grains in sediment,
for recovering information about ancient continental
crust. Hanchar and van Westrenen (2007) review the
REE partition coefficient data for zircon and show
that many of the published values in the older litera-
ture determined using phenocryst–matrix methods do
not conform to the lattice strain model and are prob-
ably in error. This is particularly true for the incom-
patible light REE. They recommend the values of
Sano et al. (2002) for zircon in equilibrium with a
dacitic melt, and these are given in Table 4.4.
A more recent study by Chapman et al. (2016) calcu-
lated trace element partition coefficients for a suite of
bulk rock compositions from the Coast Mountains
Batholith in British Columbia with SiO2 ¼ 51–76
wt.%. The median values calculated for this suite are
given in Table 4.4. An accurate measure of REE
partition coefficients in zircon is particularly import-
ant when the partition coefficient data are inverted to
estimate the parental melt composition as in the case
of detrital zircons whose origin is unknown. The
Chapman et al. (2016) partition coefficients seem
robust in this respect. Trace element data for Y and
Nb are from Chapman et al. (2016) and for B, Ti, Rb,
Sr and Ba from Thomas et al. (2002). Ti concentra-
tions in zircon may be used as a geothermometer
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Figure 4.7 REE partition coefficients for the major
silicate minerals in felsic melts. (Data from Table 4.3)
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(Watson et al., 2006) although Schiller and Finger
(2019) give a more recent evaluation of the applicabil-
ity of this methodology.
Partition coefficient data for the REE in apatite

(Ca5(PO4)3(F, Cl, OH)) given in Table 4.4 are from
the ion microprobe study of Sano et al. (2002) for
apatite in equilibrium with a dacitic melt and from
Brophy et al. (2011) for apatite in contact with natural
interstitial rhyolitic (71–76% SiO2) glass. Median
values are given for the Brophy et al. (2011) REE
partition coefficients, for these show a wide range of
measured values and are higher than the Sano et al.
(2002) data for the heavy REE.

Monazite ((LREE)PO4) is a light REE phosphate,
xenotime mirror monazite ((Y,HREE)PO4) is its rarer
heavy REE counterpart, and these phases are import-
ant in controlling REE concentrations during the
melting and fractionation of crustal rocks. Stepanov
et al. (2012) present partition coefficient data for Y,
REE, Th and U in monazite. These partition coeffi-
cients were experimentally determined over a

temperature range of 750–1200�C and a pressure
range of 1–5 GPa on a hydrous Fe-, Mg-free
peraluminous granitic melt with 76–78 wt.% SiO2.
Partition coefficient values vary by over an order of
magnitude, and the ratio of D-values for heavy to
light REE increases with temperature and decreases
with the water content of the melt. For this reason, the
range of experimentally determined values and a
median value are given in Table 4.4.
Selected trace element partition coefficients have

been experimentally determined for titanite (sphene,
CaTiSiO5) by Prowatke and Klemme (2005), who
show that partition coefficients are strongly dependent
upon melt composition. For this reason, values for
both dacite (SiO2 ¼ 64.3 wt.%) and rhyolite (SiO2 ¼
69.8 wt.%) are given in Table 4.4.
Klimm et al. (2008) give partition coefficients for

allanite, a REE-rich member of the epidote group
(Ca, (REE)Al2Fe

2þ(Si2O7)(SiO4)O(OH)), in felsic
melts with between 71 and 74 wt.% SiO2 produced
during the water-saturated melting of basalt. Their
results for La, Ce, Nd, Sm and Eu, given as a range
in Table 4.4, show that the partition coefficients are
strongly temperature-dependant and decrease from
900 to 800�C. Partition coefficients for Tb, Yb and
Lu are from Chesner and Ettlinger (1989).

4.2.2 Geological Controls on the
Distribution of Trace Elements

The geochemical study of trace elements is a power-
ful tool for understanding and recognising geological
processes. Our knowledge of the partitioning of trace
elements between minerals and their parental melt
means that a range of geological processes in which
minerals are in equilibrium with a melt can be mod-
elled. Further, inverting the modelling means that
processes operating in a particular magmatic system
may be identified. In contrast to magmatic systems,
however, our knowledge of the behaviour of trace
elements in aqueous and sedimentary systems is less
amenable to quantification, and the main focus of
this discussion is therefore upon magmatic systems.
In this section we consider a range of geological
processes for which there are quantitative models to
describe the behaviour of trace elements. The rele-
vant equations are given and the terms used are
defined (Table 4.5). The interested reader will find a
full derivation of the relevant equations in the text by
Shaw (2006).
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Table 4.4 Mineral-melt partition coefficients for trace elements in accessory phases

Atomic number Symbol Name Zircon Apatite Monazite Titanite Allanite

Ref 1 2, 3 1 4 5 5 6 6 7, 8 7, 8
range median Dacite Rhyolite range median

3 Li Lithium nd nd nd 0.005 nd nd nd nd nd nd
5 B Boron nd 0.017 nd nd nd nd nd nd nd nd
22 Ti Titanium nd 3.150 nd nd nd nd nd nd 1.94–4.03 2.675
37 Rb Rubidium nd 0.006 nd nd nd nd 0.00026 0.00033 nd nd
38 Sr Strontium nd 0.034 nd 24.000 nd nd 0.62 0.44 nd nd
39 Y Yttrium nd 47.000 nd 24.000 20–606 78.500 14.3 8.96 nd nd
40 Zr Zirconium nd nd nd 0.012 nd nd 3.78 3.48 nd nd
41 Nb Niobium nd 0.150 nd 0.009 nd nd 7.26 5.44 nd nd
55 Cs Caesium nd nd nd nd nd nd 0.0023 0.0022 nd nd
56 Ba Barium nd 0.004 nd 0.010 nd nd 0.0025 0.0029 nd nd
57 La Lanthanum 0.00046 0.002 36.0 24.0 74–3240 485.0 2.17 1.88 775–2819 1399
58 Ce Cerium 0.360 0.260 48.0 47.0 66–3011 459.5 4.6 3.61 628–2245 1120
59 Pr Praseodymium 0.017 0.020 64.0 34.0 71–3194 446.0 9.7 7.39 nd nd
60 Nd Neodymium 0.077 0.060 77.0 36.0 73–3125 463.0 nd nd 538–1980 970
62 Sm Samarium 0.800 1.300 93.0 42.0 56–2526 344.0 31.2 20.4 272–1254 728
63 Eu Europium 1.220 0.070 55.0 8.0 12–1759 177.5 nd nd 138–794 549
64 Gd Gadolinium 8.000 3.800 127.0 45.0 49–1920 252.0 30.5 18.2 nd nd
65 Tb Terbium 20.700 9.900 102.0 nd 34–1400 163.5 nd nd 107–139 108
66 Dy Dysprosium 45.900 20.000 76.0 46.0 27–1015 115.5 nd nd nd nd
67 Ho Holmium 80.000 44.000 62.0 nd 20–709 86.5 nd nd nd nd
68 Er Erbium 136.000 77.000 57.0 88.0 16–534 57.5 nd nd nd nd
69 Tm Thulium 197.000 154.000 53.0 nd 12–324 36.0 nd nd nd nd
70 Yb Ytterbium 277.000 219.000 48.0 95.0 10–237 23.5 nd nd 19–36 31
71 Lu Lutetium 325.000 331.000 33.0 91.0 8–187 16.5 3.65 2.38 12–23 18
72 Hf Hafnium nd nd nd nd nd nd 6.9 4.9 nd nd
73 Ta Tantallum nd nd nd nd nd nd 84 54.8 nd nd
82 Pb Lead nd nd nd nd nd nd 0.87 0.750000 nd nd
90 Th Thorium nd nd nd nd 86–3853 691.000 0.14 0.101000 416–1331 732
92 U Uranium nd nd nd nd 9–377 60.000 0.07 0.090000 22–97 53

Notes: nd, no data
Ref = References: 1, Sano et al. (2002); 2, Chapman et al. (2016); 3, Thomas et al. (2002); 4, Brophy et al. (2011); 5, Stepanov et al. (2012); 6, Prowatke and Klemme (2005); 7, Klimm et al.
(2008); 8, Chesner and Ettlinger (1989).
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4.2.2.1 Element Mobility

Any suite of rocks which has been affected by hydro-
thermal alteration or metamorphism is likely to have
experienced some level of element mobility. It is essen-
tial, therefore, in any trace element study to first dem-
onstrate that element concentrations are undisturbed
and original before inferences can be made about the
petrogenesis of the rock group. As was noted in
Section 3.1.2, element mobility is controlled by the
mineralogical changes which take place during alter-
ation and the composition, temperature and relative
volume of the migrating fluid or melt phase. Trace
element mobility may be detected from mineralogical
phase and compositional changes that have taken
place in a rock as a result of metamorphism or hydro-
thermal activity, and careful petrography is an
important tool in identifying chemically altered rocks.
In addition, scattered trends on variation diagrams or
divergent irregular patterns on multi-element plots
(Section 4.4) are also useful indicators.
As a generalisation, incompatible elements which

belong to the low field strength LILE group (Cs, Rb,
K, Ba, Sr, 	 Eu, and Pb) (Figure 4.2) are fluid-mobile,

whereas the high field strength elements (the REE, Sc,
Y, Th, Zr, Hf, Ti, Nb, Ta and P) are immobile (Pearce,
1983). Such generalisations are normally valid, but
should not be assumed. For example, Humphries
(1984) found that there is no simple relationship
between the degree of mobility of the traditionally
immobile REE and rock type, emphasising the import-
ance of localised mineralogical and fluid controls.
Humphries (1984) showed that the REE may be more
easily released from a glassy basalt during alteration
than from a rock with the same composition which is
crystalline and that the REE may be mobilised by
halogen-rich or carbonate-rich mineralising fluids in a
rock in which they would otherwise be stable in the
presence of an aqueous fluid.

4.2.2.2 Partial Melting

Melting in the Earth’s mantle typically takes place
through the upwelling of hot mantle material and
melting through decompression. For example, at a
mid-ocean ridge hot mantle rises adiabatically, that
is, without loss of heat by conduction, and progres-
sively melts as it rises to the surface. Melting takes

Table 4.5 Equations terms used to determine trace element partitioning between solid and melt (Section 4.2.2)

Term Definition

CA Concentration of a trace element in the wall rock being assimilated during AFC processes
CL Weight concentration of a trace element in the liquid
�CL Average weight concentration of a trace element in a mixed melt
CO In partial melting the weight concentration of a trace element in the original unmelted solid; in fractional crystallisation

the weight concentration in the parental liquid
Ck Weight concentration of a trace element in the residual solid during crystal fractionation
CS Weight concentration of a trace element in the residual solid (after melt extraction)
SSCB Weight concentration of a trace element in a steady state liquid after a large number of RTF cycles
DO Bulk distribution coefficient of the original solids
Dl Mineral-melt partition coefficient, or the bulk distribution coefficient of the fractionating assemblage, during crystal

fractionation
DS Strain-free partition coefficient in the lattice strain model
DRS Bulk distribution coefficient of the residual solids
F Weight fraction of melt produced in partial melting; in fractional crystallisation the fraction of melt remaining
f Fraction of melt allocated to the solidification zone in in situ crystallisation which is returned to the magma chamber
f' A function of F, the fraction of melt remaining in AFC processes
ML Mass of the liquid remaining during in situ crystallisation
MO Total mass of the magma chamber in in situ crystallisation
n Number of rock volumes processed during zone refining
P Bulk distribution coefficient of minerals which contribute to a melt
r Ratio of the assimilation rate to the fractionation rate in AFC processes
x In an RTF magma chamber, the mass fraction of the liquid crystallised in each RTF cycle; during in situ crystallisation, the

proportion of trapped melt in the magma chamber
y Mass fraction of the liquid escaping in each RTF cycle

Notes: AFC, assimilation and fractional crystallisation; RTF, periodically replenished, periodically tapped, continuously fractionated.

116 Using Trace Element Data



place at grain boundaries and is normally incomplete –
hence the term ‘partial’ melting. For this reason, two
important parameters must be considered in model-
ling partial melting processes. First is the nature of
what is melting: the minerals involved in the melting
process. The involvement of particular mineral phases
at any stage in a particular partial melting event may
be described with a melting reaction that is determined
either experimentally or through petrographic obser-
vation. The phases included in the melting reaction
are those which will govern the bulk partition
coefficient of the melting process. The second key
parameter is the extent of melting, or themelt fraction.
This process is limited by the ability of the melt to
‘escape’ from its unmelted environment. This in turn
is governed by the properties of both the melt and the
host, in particular, the viscosity of the melt and the
shape of the mineralogical network of the host.

Two types of partial melting process are commonly
described in the geological literature and represent
end-member models of natural processes. Batch
melting, also known as equilibrium fusion and equi-
librium partial melting, describes the formation of a
partial melt in which the melt is continually reacting
and re-equilibrating with the solid residue at the site of
melting until mechanical conditions allow it to escape
as a single ‘batch’ of magma. In fractional melting,
also known as Rayleigh melting, only a small amount
of liquid is produced before it is instantly isolated
from the source. In this case, equilibrium is achieved
only between the surface of the mineral grains in the
source region.

Which partial melting process is appropriate in a
particular situation depends upon the ability of a
magma to segregate from its source region, which in
turn depends upon the permeability threshold of the
source. The problem is discussed in some detail by
Wilson (1989). Fractional melting may be an appro-
priate model for some basaltic melts, as physical
models of melt extraction from the mantle indicate
that very small melt fractions can be removed from
their source region (McKenzie, 1985; O’Nions and
McKenzie, 1988). More viscous, felsic melts have a
higher permeability threshold and probably behave
according to the batch melting equation. It is
important to note that physical models of melt
extraction describe melt fractions in terms of their
volume, whereas the chemical models used here
more usefully describe melt fractions in terms of
their mass.

(a) Batch melting. The concentration of a trace
element in the melt CL is related to its concentration
in the unmelted source Co by the expression

CL=Co ¼ 1= DRS þ F 1�DRSð Þ½ � (4.6)

and the concentration of a trace element in the
unmelted residue CS relative to the unmelted source
Co is

CS=Co ¼ DRS= DRS þ F 1�DRSð Þ½ � (4.7)

where DRS is the bulk partition coefficient of the
residual solid (see Eq. 4.4) and F is the weight fraction
of melt produced. It should be noted that the bulk
partition coefficient is calculated for the residual solids
present at the instant the liquid is removed, so that
solid phases that were present but are consumed
during melting do not influence the trace element
concentration in the liquid (Hanson, 1978). This for-
mulation of the batch melting equation is very
straightforward to use.
Modelling trace element behaviour during partial

melting depends upon whether or not the minerals in
the source rock contribute to the melt in their modal
proportions. In the case of modal melting (where the
minerals contribute to the melt in proportion to their
concentration in the rock), the ratio of a trace element
in the melt and the unmelted residue relative to the
source is given by Eqs. 4.6 and 4.7. If, however, the
phases in the host rock do not contribute to the melt in
their modal proportions, then the batch melting equa-
tion for non-modal melting is expressed in terms of the
original mineralogy of the source and the relative
contributions each phase makes to the melt as deter-
mined from the melting reaction. In this case the
equation for the melt is

CL=Co ¼ 1= Do þ F 1� Pð Þ½ � (4.8)

where Do is the bulk distribution coefficient at the
onset of melting and P is the bulk distribution coeffi-
cient of the minerals which are contributing to the
melt. P is calculated from

P ¼ p1D1 þ p2D2 þ p3D3 þ . . . (4.9)

where p1 is the weight normative fraction of mineral
1 in the melt and D1 is the mineral-melt distribution
coefficient for a given trace element for mineral 1.
Shaw (2006) illustrates the way in which the results
of non-modal melting diverge from modal melting for
elements with different compatibilities. His results
indicate that for compatible elements at low degrees
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of melting (up to 10%) the two models give very
similar results, whereas for incompatible elements
the two models diverge after about 6–7% melting.
More complex formulations which allow a phase to
be consumed during melting, melt proportions to vary
during partial melting, and variations in partition
coefficients are given by Hertogen and Gijbels (1976)
and Apted and Roy (1981).
Taking the most simple case where D is calculated

for the unmelted residue (DRS, Eq. 4.6), the degree of
enrichment or depletion relative to the original liquid
(CL/Co) for different values of F can be determined for
different values of DRS, the bulk distribution coeffi-
cient (Figure 4.9a). When DRS is small, Eq. 4.6
reduces to 1/F and marks the limit to trace element
enrichment for any given degree of batch melting
(effectively, the area to the right of D ¼ 0.01 in
Figure 4.9a). When F is small, Eq. 4.6 reduces to
1/D and marks the maximum possible enrichment of
an incompatible element and the maximum depletion
of a compatible element relative to the original source.
It can be seen from this plot that at small degrees of
melting the degree of enrichment or depletion varies
hugely between compatible elements which are not
enriched in the melt and incompatible elements
which are strongly enriched in the melt. Thus, during
batch melting incompatible/compatible element ratios
are very sensitive at small degrees of melting.
Enrichment and depletion in the solid residue in equi-
librium with the melt (Eq. 4.7) for different values of F
and D is shown in Figure 4.9b. Even small degrees of
melting will deplete the residue significantly in incom-
patible elements, whereas compatible elements remain
very close to their initial concentrations.

(b) Fractional melting. In fractional melting the
melt is removed from the source as soon as it is
created. There are two versions of the fractional
melting equation: one considers the formation of
only a single melt increment (CL), whereas the other
considers the composition of the aggregate liquid
formed by the collection of a large number of small
melt increments (CL). If it is assumed that during
fractional melting the mineral phases enter the melt
in the proportions in which they are present in the
source (modal melting), then the concentration of a
trace element in the liquid relative to the parent rock
for a given melt increment is given by the Rayleigh
fractionation law leading to the expression

CL=Co ¼ 1=Do∗ 1� Fð Þ 1=Do�1ð Þ (4.10)

where F is the fraction of melt removed from the
source and Do is the bulk partition coefficient for the
original solid phases prior to the onset of melting. The
equation for the residual solid is

CS=Co ¼ 1� Fð Þ 1=Do�1ð Þ (4.11)

The general expressions for the more probable case
where minerals do not enter the melt in their modal
proportions are given by

CL=Co ¼ 1=Do∗ 1� PF=Doð Þ 1=P�1ð Þ (4.12)

and

CS=Co ¼ 1= 1� F½ �ð Þ∗ 1� PF=Doð Þ1=P (4.13)

where P is the bulk distribution coefficient of the
minerals which make up the melt and is calculated
from Eq. 4.9.
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Figure 4.9 The enrichment of a
trace element in a melt relative to
its source (CL/Co) as a function of
the fraction of melting (F), during
modal batch melting for different
values of bulk partition coefficient
(D). (a) Relative concentrations in
the melt fraction during modal
batch melting. (b) Relative
concentrations in the unmelted
solid residue during modal
batch melting.
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The variation in trace element concentrations rela-
tive to the original liquid (CL/Co) during fractional
melting for a single melt increment at different degrees
of melting and for different values of D is shown for
modal melting (Eq. 4.10) in Figure 4.10a. In the range
0–10% melting the changes in element concentrations
relative to the original source are more extreme than
in batch melting, although the limiting value of 1/D is
the same. Trace element concentrations in the original
solid, momentarily in equilibrium with the liquid
(Eq. 4.11), are shown in Figure 4.10b. Incompatible
elements are more strongly depleted than in batch
melting, although compatible element concentrations
are unchanged relative to the source until very high
melt fractions are reached.

When several melt increments have collected
together the general expression becomes

CL=Co ¼ 1=F∗ 1� 1� PF=Coð Þ1=P
h i

(4.14)

where CL is the averaged concentration of a trace
element in a mixed melt. In the case of modal melting
Eq. 4.14 simplifies to

CL=Co ¼ 1=F∗ 1� 1� Fð Þ1=Do
h i

(4.15)

The relative enrichment of trace elements in the melt
relative to the source during fractional melting in
which the melt increments are collected together in a
common reservoir is illustrated in Figure 4.10c. In this
case fractional melting is indistinguishable from batch
melting except for compatible elements at very large
degrees of melting (Figure 4.9a).
A comparison between the degrees of relative

enrichment during batch melting, fractional melting,
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Figure 4.10 The enrichment of a
trace element in a melt relative to
its source (CL/Co) as a function of
the fraction of melting (F), during
modal fractional melting for
different values of bulk partition
coefficient (D). During fractional
melting only a very small melt
fraction is produced and it is
instantly removed from the
source. (a) Relative
concentrations in the melt fraction
during modal fractional melting.
(b) Relative concentrations in the
unmelted solid residue during
modal fractional melting.
(c) Relative concentrations in the
melt fraction during modal
fractional melting. In this case
small melt fractions are removed
instantly from the source but
aggregate together and the
composition averaged. This
process produces very similar
results to that of batch melting.
(d) A comparison between the
effects of batch melting (red
curves), fractional melting (black
curves), and averaged fractional
melting (blue curves) for
incompatible elements (D = 0.01)
and compatible elements (D = 5).
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and averaged fractional melting is shown in
Figure 4.10d for highly incompatible elements (D ¼
0.01) and compatible elements (D¼ 5). For incompat-
ible elements there is a large difference in concentra-
tion ratios between fractional melting and batch
melting. Ratios for averaged fractional melting are
very close to those for batch melting. For compatible
elements there is little difference between the three
models until high melt fractions of >20% are reached.
(c) Dynamic melting. Batch melting and fractional

melting might be regarded as end-members of two
different modes of melt extraction. However, studies
of mid-ocean ridge basalts in the 1970s and 1980s
suggested that mantle melting was a more complex
and dynamic process than is implied by either batch or
fractional melting (Langmuir et al., 1978; Wood,
1979; McKenzie, 1985). These processes have been
reviewed by Shaw (2006) and discussed in detail by
Shaw (2000) and Zhou and Reid (2001). These
authors propose numerical models for dynamic
melting, by which they mean continuous melting with
retained or trapped melt. This process may take place
in either a closed or open system. In a closed system a
melt may leave the system but nothing is added,
whereas in an open system matter is being added while
solid material melts and melt is being released. During
dynamic melting trace element concentrations in the
melt will be influenced by variable melt/source-rock
ratios, a variable contribution of solid phases to the
melt (modal or non-modal melting), as well as varying
partition coefficients. In part the process is also
governed by the permeability threshold, that is, the
critical degree of melting at which melt first leaves
the system. The effects of dynamic melting and the
importance of the interstitial melt fraction on the
relative concentrations of an incompatible element
during non-modal melting of mantle peridotite are
illustrated as a function of total melt fraction in
Figure 4.11. The limiting concentrations are given by
the batch melting and fractional melting curves and
the continuous melting curves have a shape similar to
that of the fractional melting curves. However, the
models discussed by Shaw (2000) are limited inas-
much as they do not account for variable partition
coefficients; melting proportions are held constant;
and kinetic diffusion effects are ignored.
(d) Zone refining. Zone refining or zone melting is a

process used in metallurgy for the purification of
metals. The principle is that a metal rod or some
similar material is passed through a heat source which

causes melting of a small section of the rod. During
this melting, incompatible impurities in the metal
accumulate in the melt. As the rod is passed through
the heat source the melt migrates and scavenges
impurities as it moves. The end products are a metal
rod depleted in impurities and a final melt enriched
in impurities.
The equation for the enrichment of a trace element

in the melt (CL) relative to the original composition
(Co) by zone refining is

CL=Co ¼ 1=Dð Þ � 1=Dð Þ � 1½ �∗e�n∗D (4.16)

The depletion in the source (CS) relative to the concen-
tration in the original composition is

CS=Co ¼ 1� 1�Dð Þ∗e�n∗D (4.17)

where n is the number of equivalent rock-volumes that
have reacted with the liquid. Where n is very large the
CL/Co reduces to 1/D. The numerical effects of zone
refining are illustrated in Figure 4.12, which shows the
enrichment of a trace element relative to its original
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Figure 4.11 Behaviour of an incompatible element
during the non-modal melting of peridotite. The
limiting cases are batch melting and fractional
melting. Dynamic melting defines relative
concentration curves similar to that of fractional
melting but shows a dependence on the value of the
interstitial melt fraction. Three such curves are shown.
(After Shaw 2000; with permission from the Canadian
Mineralogist)
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concentration for the number of rock volumes con-
sumed (n). For incompatible elements (0.001–0.01)
the maximum enrichment in the melt is 1/D rock
volumes. In the solid phase CS/Co rises to 1.0 after a
large number of rock volumes (see also Shaw, 2006).

Originally, zone refining was thought to be applic-
able to mantle processes (Harris, 1974) and Neal and
Davidson (1989) proposed a zone-refining process to
model REE concentrations in a highly enriched potas-
sic ultramafic rock parental to alnöite at Malaita in
the Solomon Islands. However, it is now thought that
most highly enriched mantle melts are the product of
fractional melting in a dynamic melting environment
(see above). Thus, most recent applications of zone
refining involve the presence of a fluid phase and have
been applied to the development of fluid inclusions
(Lambrecht and Diamond, 2014), mineralisation in
layered mafic intrusions (Brűgmann et al., 1989), the

development of chimneys in hydrothermal vent
systems (Yuan et al., 2018) and in the formation of
granitoid magmas (Lundstrom, 2009).

4.2.2.3 Crystal Fractionation

This section examines the way in which trace
elements behave during the crystallisation of a sili-
cate melt and applies principally to magma chamber
processes. Five types of crystallisation are con-
sidered: equilibrium crystallisation, Rayleigh
fractionation, in situ crystallisation, assimilation
and fractional crystallisation (AFC), and dynamic
processes in a replenished magma chamber.
(a) Equilibrium crystallisation. The starting point of

equilibrium crystallisation is a closed system in which
a hot magma cools until one or more mineral phases
begins to crystallise. The process describes complete
equilibrium between all solid phases and the melt
during crystallisation. This is not thought to be a
common process, although the presence of unzoned
crystals in some mafic rocks suggests that it may be
applicable on a local scale in some mafic magmas. The
distribution of trace elements during equilibrium
crystallisation is the reverse of equilibrium or batch
melting (Section 4.2.2), and the equation therefore is

CL=Co ¼ 1= Dþ F 1�Dð Þ½ � (4.18)

The equation for the crystallising solids is

CR=Co ¼ D= Dþ F 1�Dð Þ½ � (4.19)

In this case Co is redefined as the initial concen-
tration of a trace element in the initial melt, CR

the concentration of a trace element in the crystal-
lising solid, F is the fraction of melt remaining and D
is the bulk partition coefficient of the fractionating
assemblage. The enrichment and depletion of trace
elements relative to the original liquid for a range of
partition coefficients is identical to that in the batch
melting diagram (Figure 4.9a), but in this case the
value of F (the fraction of melt remaining) is shown
decreasing from left to right on the diagram (see
Figure 4.13a).
(b) Fractional crystallisation/Rayleigh fractionation.

More commonly, crystals are thought to be removed
from the site of formation after crystallisation and the
distribution of trace elements is not an equilibrium
process. At best, surface equilibrium may be attained,
and so fractional crystallisation is better described by
the Rayleigh law. Rayleigh fractionation describes the
extreme case where crystals are effectively removed
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from the melt the instant they have formed. The equa-
tion for Rayleigh fractionation is

CL=Co ¼ F D�1ð Þ (4.20)

and the equation for the enrichment of a trace element
relative to the original liquid in the crystals as they
crystallise (the instantaneous solid) CR is given by

CR=Co ¼ D� F D�1ð Þ (4.21)

The equation for the mean enrichment of a trace
element in the cumulate relative to the original liquid –

the total residual solid CR – is

CR=Co ¼ 1� FD
� �

= 1� Fð Þ (4.22)

Rayleigh fractionation is illustrated in Figure 4.13a
and shows the concentration of a trace element rela-
tive to its initial concentration in the liquid at differing
values of F – the proportion of liquid remaining – for
different values of D. For incompatible elements there
is little difference between Rayleigh fractionation and
equilibrium crystallisation until more than about 75%
of the magma has crystallised at which point the
efficient separation of crystals and liquid becomes
physically difficult. The limiting case for incompatible
elements is where D ¼ 0 in which case CL/CO ¼ 1/F,
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melt remaining for trace elements
in different crystallisation models
for a range of partition
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adjacent to respective curves).
(a) Relative concentrations in the
melt during equilibrium
crystallisation (black lines) and
fractional crystallisation (red
lines) for partition coefficient with
values between 0.1 and 10;
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(f is the fraction of magma
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the same as for equilibrium crystallisation. It is there-
fore impossible to enrich a liquid beyond this point by
fractional crystallisation. Rayleigh fractionation is
less effective than batch melting in changing the ratio
of two incompatible elements for the Rayleigh
fractionation curve, for D ¼ 0.01 plots very close to
the curve for D ¼ 0.1. Compatible elements are
removed from the melt more rapidly than in the case
of equilibrium crystallisation (Figure 4.13a).

The concentration of trace elements in the instant-
aneous solid residue of Rayleigh fractionation is illus-
trated in Figure 4.13b. More relevant, however, is the
mean concentration in the cumulate (CR) given by
Eq. 4.22 (Figure 4.13c). At low degrees of fraction-
ation, compatible elements are strongly enriched in
the residue and incompatible elements strongly
depleted relative to concentrations in the original
liquid. In reality, crystallisation processes probably
operate between the two extremes of equilibrium
crystallisation and fractional crystallisation, and these
should be seen as limiting cases.

(c) In situ crystallisation. It is also important to
consider a more realistic view of fractional
crystallisation in a magma chamber in which there is
not a perfect separation of crystals and melt.
Langmuir (1989) proposed that fractional crystallisa-
tion is an in situ process in which residual liquid is
separated from a crystal mush – rather than vice
versa – and that this takes place in a solidification
zone at the magma chamber margin. The solidifica-
tion zone is located between the cumulate pile and the
magma, and it progressively moves through the
magma chamber until crystallisation is complete.
The equation which describes trace element concen-
trations in the melt during in situ crystallisation is
presented for the simplified case where there is no
trapped liquid in the solidification zone (Langmuir,
1989). This allows us to compare the results with the
effects of fractional and equilibrium crystallisation.
The relevant equation is

CL=Co ¼ ML=Moð Þ f D�1ð Þ= D 1�fð Þþf½ �ð (4.23)

where Mo is the initial mass of the magma chamber
and ML is the mass of liquid remaining so that the
ratio (ML/Mo) is equivalent to the term (F) – the
fraction of melt remaining in equilibrium and frac-
tional crystallisation models. The variable f is the
fraction of magma allocated to the solidification zone
which is returned to the magma chamber. Eq. 4.23 is

similar in form to the Rayleigh fractionation equation
but with a more complex exponent. The effects of in
situ crystallisation on the ratio of a trace element
relative to the parental magma (CL/Co) for different
melt fractions returned to the magma chamber (f ¼
0.02–0.5) is shown for two different bulk partition
coefficients in Figure 4.13d. The chief differences
between in situ crystallisation and Rayleigh
fractionation may be observed by comparing
Figures 4.13a and d. The limiting case is where f ¼
1.0 which is Rayleigh fractionation. At low values of f,
the enrichment of incompatible elements and the
depletion of compatible elements are not as extreme
during in situ fractional crystallisation as in Rayleigh
fractionation.
Alternative approaches to modelling incomplete

fractional crystallisation include the influence of a
trapped melt. A range of models is summarised by
Shaw (2006). For a simple model in which the com-
position of the trapped melt is identical to that in the
magma chamber, then the relative enrichment of a
trace element is given by

CL=Co ¼ F 1�xð Þ� D�1ð Þ½ � (4.24)

where F is the degree of fractionation, x is the propor-
tion of trapped melt, and D is the bulk partition
coefficient. In general, the effect of in situ
crystallisation on trace element concentrations,
whether in a solidification zone or as the effects of a
trapped melt, is to reduce the degree of fractionation.
(d) Assimilation and fractional crystallisation. It was

Bowen (1928) who first proposed that the latent heat
of crystallisation generated during fractional crystal-
lisation may lead to wall-rock assimilation in the
magma chamber (see Section 3.3.1). In practical terms
this may be evidenced by the presence of xenoliths of
country rock within magmatic rocks. Petrologically,
the process of crustal assimilation is likely to be
important in understanding the geochemistry of
magmas erupted through the continental crust, for in
this tectonic setting it is necessary to remove the
effects of country rock assimilation before the com-
position of primary magmas can be established.
The first quantitative model in which assimilation

and fractional crystallisation (AFC) were seen as
coupled processes was given by DePaolo (1981b),
who described the concentration of trace elements,
and stable and radiogenic isotope ratios, in a melt
relative to the composition of the original magma.
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The general equation is given by DePaolo (1981b)
and is

CL=Co ¼ f 0 þ r= r� 1þDð½ � � CA=Co � 1� f 0ð Þ½ �
(4.25)

where r is the ratio of the assimilation rate to the
fractional crystallisation rate and is kept constant,
D is the bulk partition coefficient (also kept constant),
CL is the element concentration in the contaminated
magma, CA is the concentration of the trace element
in the assimilated wall rock and f 0 is described by the
relationship f 0 ¼ F �(r� 1þD)/(r� 1) in which F is the
fraction of magma remaining and D is the bulk
distribution coefficient.
In subsequent studies Powell (1984) inverted the

DePaolo (1981b) equations in order to characterise
the chemistry of contaminants involved in magma
evolution from observed isotope and trace element
relationships, and Aitcheson and Forrest (1994) pro-
vided a graphical solution to calculate the proportion
of crust assimilated relative to the mass of the magma.
Cavazzini (1996) added the caveat that the time-
averaged mass of assimilated crust can be significantly
different from the instantaneous mass of material
assimilated. More recently, Guzman et al. (2014)
developed software to provide solutions to the equa-
tions of DePaolo (1981b) and Aitcheson and Forrest
(1994). Other relevant studies include Cribb and
Barton (1996), who extended the DePaolo (1981b)
model to include the case where r is not constant
and the mass of assimilated crust is decoupled from

the mass crystallised, and Nishimura (2012, 2013),
who provided a model and associated software for
AFC processes which accommodate the effects of
the imperfect separation of crystals from the melt.
More advanced modelling based on the energy-
constrained AFC (EC-AFC) models of Bohrson and
Spera (2001, 2007) and Spera and Bohrson (2001),
and the Magma Chamber Simulator of Bohrson
et al. (2014), are used to model crystallization, magma
recharge and assimilation processes by coupling
thermodynamically based phase equilibria solutions
to constraints based on trace elements and isotope
geochemistry (Heinonen et al., 2019).
During AFC processes the concentration of a trace

element in the final melt relative to the concentration
in the initial parental magma is dependent on the
fraction of melt remaining and the bulk distribution
coefficient. This is illustrated in Figure 4.14 which
shows two ratios for the rate of assimilation (r ¼ 0.2
and 0.8), different ratios for the concentration of the
trace element in the assimilant relative to the parent
magma (CA/Co)¼ 0.1, 10 and 100) for different values
of D (0.1 and 2). Where the rate of assimilation to
fractional crystallization is small (r ¼ 0.2) and the
ratio of the concentration of the trace element in the
assimilant relative to the parental magma (CA/Co) is
small, incompatible elements behave in a manner
similar to Rayleigh fractionation. However, as the
value of (CA/Co) increases the concentration in the
final melt rises rapidly even when there is a large
fraction of melt remaining. Depletion in compatible
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Figure 4.14 The concentration of
trace elements in the final melt
composition relative to the initial
melt composition during AFC
processes. The relative
concentrations for incompatible
element (D = 0.1) and a
compatible element (D = 2) are
plotted against the fraction of
melt remaining in the magma
chamber (F) during assimilation
and fractional crystallisation for
two different values of r (the ratio
of the assimilation rate to the
fractional crystallisation rate) and
at a range of concentrations in the
assimilant relative to the parental
magma (CA/Co) (Eq. 4.25).
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elements is less dramatic than in Rayleigh
fractionation for low CA/Co values, and when the
relative concentration of the trace element in the
assimilant is higher than that in the primary magma,
the final melt is enriched relative to the initial melt.
For very compatible elements concentrations level off
after a small degree of fractionation. Where the rate of
assimilation is high (r ¼ 0.8) and the concentration of
the trace element in the assimilant relative to the
parental magma (CA/Co) is small, incompatible elem-
ents are enriched and there is some separation
between incompatible and strongly incompatible
elements (Figure 4.14b). In contrast, compatible
elements are strongly depleted. As the trace element
concentration in the assimilant increases relative to
the parental melt (CA/Co), compatible elements are
enriched (Figure 4.14b).

AFC processes can be difficult to recognise on the
basis of geochemistry alone for they require a strong
contrast in trace element concentrations between
magma and wall rock before they can be detected
(Powell, 1984). For this reason, where field observa-
tions are available they should be included in formu-
lating any hypothesis of AFC processes. The large
number of variables in Eq. 4.25 means that the results
plotted in Figure 4.14 will not provide a unique solu-
tion to the relative proportion of crustal assimilated
into the magma. For this purpose, readers should
follow the methods of Aitcheson and Forrest (1994)
and Guzman et al. (2014).

(e) Dynamic fractionation: the RTF magma
chamber. In an attempt to view magma chamber
processes in a dynamic way, O’Hara (1977) and
O’Hara and Matthews (1981) proposed a model to
describe the behaviour of trace elements in a periodic-
ally replenished, periodically tapped, continuously
fractionated magma chamber (abbreviated to RTF).
In other words, this is an open magmatic system.
Support for this approach comes from the petrology
and geochemistry of layered mafic igneous intrusions
and their associated lavas such as those from the Isle
of Skye in Scotland (Fowler et al., 2004).

O’Hara (1977) and O’Hara and Matthews (1981)
proposed that the life of a magma chamber com-
prises a series of cycles, each of which has four
stages: fractional crystallisation, magma eruption,
wall-rock contamination and replenishment. The
simplest form of this model is where all parameters
(melt fractions and partition coefficients) remain
constant during the life of the magma chamber,

there is no assimilation, the mass fractions of melt
escaping and that being added to the system are
small, and the melt is in a steady state. That is, the
volume of melt leaving the system through crystal-
lisation and eruption is the same as the volume melt
added to system, so that the magma chamber main-
tains a constant volume of melt. In this case the
concentration of a trace element in the steady state
melt produced after a large number of cycles (ssCB)
relative to the concentration in the parent magma
(Co) is given by the expression

ssCB=Co ¼ xþ yð Þ � 1� xð ÞD�1
h i.

1� 1� x� yð Þ
h

� 1� xð ÞD�1
i

(4.26)

where x is the mass fraction of the liquid lost to
crystallisation in each cycle, y is the mass fraction of
the liquid escaping in each cycle, and D is the bulk
distribution coefficient.
O’Hara and Matthews (1981) also provide a more

general, iterating equation for the RTF magma
chamber for the concentration of an element in a
mixed magma after multiple cycles (see their Eq. 9).
In the special case where xþ y¼ 1, that is, the magma
chamber is emptied, then

ssCB=Co ¼ 1� xð ÞD�1 (4.27)

which is the Rayleigh fractionation equation.
If x and y are very small, then

ssCB=Co ¼ xþ yð Þ= Dxþ yð Þ (4.28)

When D ¼ 0, that is, in the case of a totally incompat-
ible trace element,

ssCB=Co ¼ 1þ x=y (4.29)

and is a measure of the maximum enrichment
attainable.
The degree of enrichment in the melt ssCB /Co (cal-

culated using Eq. 4.26) is plotted against x, the mass
fraction of liquid crystallised in each cycle
(Figure 4.15). Assuming y ¼ 0.1, the mass of melt
crystallised for several different values ofD shows that
during dynamic fractionation the relative concentra-
tions of compatible elements are similar to those pro-
duced during Rayleigh fractionation, but for the
incompatible elements small changes in partition
coefficient show measurable concentration differences
at moderate x-values.

Since the early work of O’Hara (1977) and O’Hara
and Matthews (1981) there have been a number of
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subsequent studies, which are summarised in Shaw
(2006), Bohrson et al. (2014) and Nishimura (2019),
and the consensus is that despite the dynamic nature
of the processes involved in RTF magma chambers,
trace element concentrations appear to show steady
state behaviour. A particular and perhaps diagnostic
feature of RFT processes is that ‘significant changes
can occur in the ratio of highly incompatible and
moderately incompatible elements (D ¼ 0.01–0.2)’
(O’Hara and Matthews, 1981), although Langmuir
(1989) points out that these properties are also very
similar to those characterising in situ crystallisation
processes discussed above and that care needs to be
taken to discriminate between the two processes.

4.2.2.4 Sedimentary Processes

Trace element concentrations in sediment result from
the competing influences of the provenance,

weathering, diagenesis, sediment sorting and the aque-
ous geochemistry of the individual elements. For the
most part, however, these processes have not been
quantified in the same way as in igneous rocks.
A notable exception is the field of low-temperature
aqueous geochemistry in which advanced quantitative
models developed by Bethke (2012) have been applied
to chemical models of river water and seawater, to the
formation of hydrothermal mineral deposits and to
understanding the processes of weathering, sediment
diagenesis and acid drainage.
Most trace elements have very low concentrations

in river and seawater, and controls on their REE
concentrations are discussed in Section 4.3.3.2. In
sediments the highest concentrations of trace elements
are found in clay-rich sediments, and most geochem-
ical studies have concentrated on these. There is an
extensive literature on the trace element geochemistry
of shales. In particular, selected trace elements may be
used to identify specific geochemical processes but
also are important in identifying the provenance of
sediments. The most important elements in this
respect are the REE, Th, Sc and to a lesser extent Cr
and Co. These elements have very low concentrations
in seawater and river waters, low residence times in
the ocean, and element ratios which are unaffected by
diagenesis and metamorphism. Thus, they represent
the terrigenous component of sediment and reflect the
chemistry of their source (see Sections 4.3.3.3 and
4.6.2). Other immobile elements such as Zr, Hf and
Sn may be mechanically distributed according to
grain size and be controlled by the concentration of
the so-called accessory heavy minerals.
The more soluble trace elements include Fe, Mn, Pb

and sometimes Cr, and these can be mobile during
diagenesis. During weathering the elements Cs, Rb
and Ba are fixed but Sr can be leached. In chemical
sediments trace element concentrations are most likely
to reflect the composition of the water from which
they were precipitated: seawater, pore water, or
hydrothermal fluids (see Section 4.3.3.3).

4.3 The Rare Earth Elements (REE)

The rare earth elements (REE) are amongst the most
useful of all trace elements in evaluating a wide range
of processes in igneous, sedimentary and meta-
morphic petrology, and also make an important con-
tribution to cosmochemistry. In geochemistry the
REE, more accurately known as the lanthanide
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Figure 4.15 The degree of enrichment ssCB /Co versus x
(the mass fraction of liquid crystallised in each RTF
cycle) for a range of partition coefficients. y (the mass
fraction of the liquid lost to crystallisation in each
cycle) = 0.1. Note the difference in relative
concentration between the incompatible and
moderately incompatible element for low and
intermediate values of x.
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REE, comprise the series of metals with atomic
numbers 57–71 (the elements La to Lu, Table 4.6).
In addition, the element Y has an ionic radius similar
to that of the REE and is sometimes included with
them. Typically, elements with low atomic numbers in
the series are termed the light rare earth elements
(LREE), those with the higher atomic numbers the
heavy rare earth elements (HREE), and less com-
monly the middle members of the group (Sm to Ho)
are known as the middle rare earth elements (MREE).

4.3.1 The Chemistry of the REE

The REE all have very similar chemical and physical
properties. This arises from the fact that they all form
stable 3þ ions of similar size. Typically, they substi-
tute for large major element cations such as Ca2þ

which has a similar ionic radius of 1.12 Å in eight-
fold coordination. Such differences as there are in
chemical behaviour are a consequence of the small
but systematic decrease in ionic size with increasing
atomic number, known in chemistry as the
lanthanide contraction. This is illustrated for ions in
eight-fold coordination state in Table 4.6. These
small differences in size and behaviour are exploited

by a number of petrological processes causing the
REE series to become fractionated relative to each
other. It is this phenomenon which is used in geo-
chemistry to probe into the genesis of rock suites and
unravel petrological processes. A small number of
the REE also exist in oxidation states other than
3þ but the only ions of geological importance are
Ce4þ and Eu2þ. These form a smaller and a larger
ion, respectively, relative to the 3þ oxidation state
and may be a useful monitor of redox conditions.
A detailed review of the geochemistry of the REE is
given by McLennan and Taylor (2012) and discus-
sion of REE mineralisation and its importance
in modern technology by Chakhmouradian and
Wall (2012).

4.3.2 Presenting REE Data

Rare earth element concentrations in rocks are usually
normalised to a reference standard or particular rock
type (Section 4.3.2.5). Chondritic meteorites are a
common reference standard chosen because they are
thought to be the most primitive, least fractionated
samples of the solar system dating from the time of
nucleosynthesis. However, the concentrations of the
REE in the solar system are highly variable because of
the different stabilities of the atomic nuclei. REE with
even atomic numbers are more stable, and therefore
more abundant, than REE with odd atomic numbers,
thus producing a zig-zag pattern on a composition–
abundance diagram (Figure 4.16a) known as the
Oddo–Harkins effect. This pattern of abundance is
also found in natural samples, and so chondritic nor-
malisation has two important functions. First, it elim-
inates the abundance variation between odd and even
atomic number elements, producing a smooth curve,
and, second, it allows any fractionation of the REE
group relative to chondritic meteorites to be easily
identified. Normalised values and ratios of normalised
values are denoted with the subscript N – hence, CeN,
(La/Ce)N, and so on. The REE are normally presented
on a normalised concentration versus atomic number
diagram, although O’Neill (2016) has recommended
using the 3þ ionic radius as the x-axis rather than the
atomic number. The advantage of using ionic radii is
that the resulting pattern is generally smoother and
highlights any anomalies; it is also amenable to the
fitting of a polynomial which may be used in petroge-
netic interpretation (O’Neill, 2016). Concentrations
are plotted on the y-axis, normalised to the chondritic

Table 4.6 The rare earth elements

Atomic
number

Name Symbol Ionic radius
for eight-fold
coordinationa

57 Lanthanum La La3+ 1.160
58 Cerium Ce Ce3+ 1.143

Ce4+ 0.970
59 Praesodymium Pr Pr3+ 1.126
60 Neodymium Nd Nd3+ 1.109
61 Promethium Pm not naturally

occurring
62 Samarium Sm Sm3+ 1.079
63 Europium Eu Eu3+ 1.066

Eu2+ 1.250
64 Gadolinium Gd Gd3+ 1.053
65 Terbium Tb Tb3+ 1.040
66 Dysprosium Dy Dy3+ 1.027
67 Holmium Ho Ho3+ 1.015
68 Erbium Er Er3+ 1.004
69 Thulium Tm Tm3+ 0.994
70 Ytterbium Yb Yb3+ 0.985
71 Lutetium Lu Lu3+ 0.977
39 Yttrium Y Y3+ 1.019

aFrom Shannon (1976), in angstroms (10�10 m; 1 angstrom =
100 picometres).
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reference value, and expressed as the logarithm to the
base 10 of the value. Concentrations at individual
points on the graph are joined by straight lines
(Figure 4.16b). It is normal to plot the full range of
atomic numbers (57–71) on the x-axis, even if not all
the REE have been measured (e.g., Pm). This type of
REE diagram is sometimes referred to as the
Masuda–Coryell diagram after the original propon-
ents of the diagram (Masuda, 1962; Coryell et al.,
1963). Trends on REE diagrams are usually referred
to as REE patterns and the shape of a REE pattern is
of considerable petrological interest.
The plotted position of Eu may lie off the general

trend defined by the other elements on a REE diagram
(Figure 4.16b) and this defines a europium anomaly. If
the plotted composition lies above the general trend,
then the anomaly is described as positive; and if it lies
below the trend, then the anomaly is said to be nega-
tive. Europium anomalies may be quantified by com-
paring the measured concentration (Eu) with an
expected concentration obtained by interpolating

between the normalised values of Sm and Gd to cal-
culate Eu*. Thus the ratio Eu/Eu* is a measure of the
europium anomaly; a value of greater than 1.0 indi-
cates a positive anomaly, and a value of less than 1.0
is a negative anomaly.
Taylor and McLennan (1985) recommend using the

geometric mean to calculate the Eu anomaly:

Eu=Eu∗ ¼ EuN=√ SmNð Þ∗ GdNð Þ½ �:
In a similar manner, Ce anomalies can be quantified:

Ce=Ce∗ ¼ CeN=√ LaNð Þ∗ PrNð Þ½ �
Normally anomalies should be less than 0.95 or
greater than 1.05 to be considered significant.

4.3.2.1 Difficulties with Chondrite Normalisation

There are a large number of different values deter-
mined for the composition of chondritic meteorites,
and so it is important to explore how this range of
values has arisen and the implications this has for
appropriate normalisation values. The logic behind
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Figure 4.16 Plots of REE concentration. (a) REE concentrations in ppm for selected CI chondrites plotted
against atomic number. REE with even atomic numbers have higher concentrations than those with odd atomic
numbers. These values are used to normalise rock REE concentrations. The green line represents the data of
Taylor and McLennan (1985) (column 12 in Table 4.7), the red line the data of Wakita et al. (1971) (column 9 in
Table 4.7), and the black line the data of Anders and Grevesse (1989) (column 3 in Table 4.7). (b) An example of
a chondrite normalised plot showing the REE plotted by atomic number on the x-axis and CI chondrite
normalised concentrations plotted on a log scale y-axis. The data are for plagiogranites from the mantle section
of the Oman ophiolite and are samples 13–18, 13–19 and 13–21 from Rollinson (2015). They are normalised
using the values of Barrat et al. (2012) (Table 4.7, column 7). The samples show negative Eu anomalies with
Eu/Eu* = 0.55–0.68.
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chondrite normalisation is that chondrites represent
the undifferentiated material of the solar system, and
so any divergence from these values is indicative of a
process or set of processes that has operated on the
Earth. It is important therefore to identify the most
primitive of the chondrites as the reference point for
the least differentiated materials of the solar system.
Older chondrite analyses of the REE were based upon
data for ordinary chondrites (Haskin et al., 1968),
whereas CI (letters ‘C’ and ‘I’) carbonaceous chon-
drites do not contain chondrules (early solar system
melts) and represent the least thermally altered
samples of the early solar system. However, there are
some difficulties with this approach:

• CI chondrites are extremely rare. There only five
known and the largest is the Orgueil meteorite, a
14-kg meteorite which fell in France in 1868.

• Measurements are normally made using very small
quantities of meteorite material. It is unclear how
heterogeneous chondritic meteorites are (Barrat
et al., 2012).

• Carbonaceous chondrites are rich in volatiles.
Comparative studies must take account of possible
differences in volatile content.

• Difference analytical approaches have been used to
measure REE in chondrites. Early studies used neu-
tron activation (INAA), although this method can
analyse only for a subset of the REE, whereas more
recent measurements are made by isotope dilution
(IDMS) and ICP-MS.

4.3.2.2 Choosing a Set of Normalising Values

There are currently two different approaches to
selecting an appropriate set of chondritic reference
values for normalising the REE. Some authors nor-
malise to the average composition of ordinary
chondrites, whereas others use an average of CI
chondrites. The ordinary chondrite values are higher
than the CI chondrite values. Some typical normalis-
ing values currently in use are given in Table 4.7.

(a) Normalisation to CI chondrites. A carefully
evaluated data set is given by Anders and Grevesse
(1989), who calculated a mean value for CI chondrites
from all published data at the time and found good
agreement between their average chondrite data and
solar element abundances determined independently
from spectroscopy. (This similarity strongly supports
the view that CI carbonaceous chondrites are repre-
sentative of primitive solar system materials). They

report two sets of values: an average of all CI meteor-
ite data and an average for the Orgueil meteorite
(Anders and Grevesse, 1989). The values of Sun and
McDonough (1989) and McDonough and Sun (1995)
are almost identical and are also based on average
values from previous studies.
More recent determinations include those of

Lodders et al. (2009), who provided a new CI average
based upon data for the Orgueil meteorite, and
Pourmand et al. (2012), who provide a new average
based upon new multi-collector ICP-MS measure-
ments of eight CI chondrites (five Orgeuil, two Ivuna
and one Alais). Barrat et al. (2012) made new analyses
of the Orgueil meteorite and of two other CI meteor-
ites (Ivuna and Alais) by ICP-sector field mass spec-
trometry. They present a new average analysis for the
Orgueil meteorite and show that it compares well with
that of previous workers, although they note that the
value for Tm in Anders and Grevesse (1989) may be
too low.
(b) Normalisation to ordinary chondrites (CI chon-

drite, calculated volatile-free). Normalisation to
ordinary chondrites is a means of taking into account
the volatile content of CI chondrites. These values
typically use the better-determined CI concentrations
and introduce a factor to make the concentrations
similar in absolute magnitude to those found in
ordinary chondrites. For example, Korotev (1996)
uses the compilation of Anders and Grevesse (1989)
for CI chondrites multiplied by a factor of 1.36.
A similar approach was adopted by Taylor and
McLennan (1985, 2009), who used the values of
Evensen et al. (1978) multiplied by 1.5, and
Boynton (1984), who also used the values of
Evensen et al. (1978) multiplied by 1.267 in order to
be consistent with the average values of Haskin et al.
(1968) and Wakita et al. (1971).
The normalising values currently in use are given in

Table 4.7. It can be seen that the CI chondrite values
calculated volatile-free are as much as 50% larger than
the averaged CI values. It is important, therefore, that
authors cite the source of the normalising values that
they choose to use. Figure 4.16a shows the normalis-
ing concentrations plotted on a log-concentration
versus REE atomic number plot. This diagram shows
the higher concentrations of REE with even atomic
numbers (the Oddo–Harkins effect) and shows that
the normalising values based upon CI chondrites are
all very similar. An example of a typical REE plot is
given in Figure 4.16b.
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Table 4.7 Chondrite values used in normalising REE (concentrations in ppm)

Averaged CI chondrite ‘Older’ ordinary chondrite CI chondrite (recalculated volatile free)

1 2 3 4 5 6 7 8 9 10 11 12 13 14

La 0.2370 0.2370 0.2347 0.2360 0.2420 0.2469 0.2350 0.24460 0.340 0.330 0.3670 0.3670 0.3191 0.3100
Ce 0.6120 0.6130 0.6032 0.6190 0.6220 0.6321 0.6000 0.63790 0.910 0.880 0.9570 0.9570 0.8201 0.8080
Pr 0.0950 0.0928 0.0891 0.0900 0.0946 0.0959 0.0910 0.09637 0.121 0.112 0.1370 0.1370 0.1211 0.1220
Nd 0.4670 0.4570 0.4524 0.4630 0.4710 0.4864 0.4640 0.47380 0.640 0.600 0.7110 0.7110 0.6151 0.6000
Sm 0.1530 0.1480 0.1471 0.1440 0.1520 0.1556 0.1530 0.15400 0.195 0.181 0.2310 0.2310 0.2000 0.1950
Eu 0.0580 0.0563 0.0560 0.0547 0.0578 0.0599 0.0586 0.05802 0.073 0.069 0.0870 0.0870 0.0761 0.0735
Gd 0.2055 0.1990 0.1966 0.1990 0.2050 0.2003 0.2060 0.20430 0.260 0.249 0.3060 0.3060 0.2673 0.2590
Tb 0.0374 0.0361 0.0363 0.0353 0.0384 0.0378 0.0375 0.03745 0.047 0.047 0.0580 0.0580 0.0494 0.0474
Dy 0.2540 0.2460 0.2427 0.2560 0.2550 0.2577 0.2540 0.25410 0.300 nd 0.3810 0.3810 0.3300 0.3220
Ho 0.0566 0.0546 0.0556 0.0552 0.0572 0.0554 0.0566 0.05670 0.078 0.070 0.0851 0.0851 0.0756 0.0718
Er 0.1655 0.1600 0.1589 0.1620 0.1630 0.1667 0.1660 0.16600 0.200 0.200 0.2490 0.2490 0.2160 0.2100
Tm 0.0255 0.0247 0.0242 0.0220 0.0261 0.0261 0.0262 0.02561 0.032 0.030 0.0356 0.0356 0.0329 0.0324
Yb 0.1700 0.1610 0.1625 0.1660 0.1690 0.1694 0.1680 0.16510 0.220 0.200 0.2480 0.2480 0.2209 0.2090
Lu 0.0254 0.0246 0.0243 0.0245 0.0253 0.0256 0.0246 0.02539 0.034 0.034 0.0381 0.0381 0.0330 0.0322
Y 1.5700 1.5700 1.5600 1.5300 1.5300 1.3950 1.5600 nd nd nd 2.2500 2.1000 2.1210 nd

Notes: nd, no data.
References: 1, Sun and McDonough (1989); 2, McDonough and Sun (1995); 3, Anders and Grevesse (1989) average; 4, Anders and Grevesse (1989) Orgueil; 5, Lodders et al. (2009); 6,
Pourmand et al. (2012); 7, Barrat et al. (2012); 8, Evensen et al. (1978); 9, Wakita et al. (1971); 10, Haskin et al. (1968); 11, Taylor and McLennan (2009); 12, Taylor and McLennan (1985); 13,
Korotev (1996); 14, Boynton (1984).
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4.3.2.3 REE Ratio Diagrams

The degree of fractionation of a REE pattern can be
expressed by the ratio of the normalised concentration
of a light REE (La or Ce) divided by the normalised
concentration of a heavy REE such as Yb or the trace
element Y. Hence the ratio (La/Yb)N is often plotted
against either CeN or YbN on a bivariate graph and is a
measure of the degree of REE fractionation, that is, the
steepness of the REE pattern, with changing REE con-
tent. This is particularly helpful for large REE data sets,
for a single diagram can summarise the results of other-
wise very crowded REE plots. Similar diagrams may be
constructed to measure the degree of fractionation of
subgroups within the REE. In this way the ratio
(La/Sm)N might be indicative of the degree of light
REE fractionation and a ratio such as (Gd/Yb)N indi-
cative of heavy REE fractionation. These two variables
might be combined in bivariate plots such as (La/Sm)N
versus LaN or (Gd/Yb)N versus YbN to show the rela-
tive fractionation of the light or heavy REE, respect-
ively. When a data set shows variable REE patterns, it
can be helpful to screen them and group them on a
(La/Sm)N versus (Gd/Yb)N diagram (Figure 4.17).

4.3.2.4 Shale Normalisation for Sediments

It has been observed that the concentration of many
elements in fine-grained sedimentary rocks from

continental platforms around the world is similar.
This is a consequence of mixing through repeated
cycles of erosion and the resultant ‘average sedi-
ment’ might be seen as an average composition of
the Earth’s upper continental crust. Average shale
compositions therefore are often used as the nor-
malising value for REE concentrations in sediment-
ary rocks. Whether shale normalisation should be
used rather than chondrite normalisation is
governed by the nature of the problem to be solved.
If the composition of a suite of sediments is to be
compared to the average ‘background’ composition
of the Earth’s upper crust – the likely source of the
sediments – then shale normalisation is suitable. In
this case any divergence from the shale value indi-
cates the specific processes through which the sedi-
ment was produced. If chondrite normalisation is
used, then the sediments are being compared with
the primitive material of the solar system and diver-
gence from the chondrite values will reflect the sum
of all the processes that have taken place between
the formation of the Earth and the formation of
the sediment.
A range of commonly used shale averages is given

in Table 4.8. Frequently, the reference sample chosen
is continent-specific and includes the following:

• The North American shale composite (NASC;
McLennan, 1989)

• Mud from Queensland denoting modern alluvial
sediment (MUQ; Kamber et al., 2005)

• Post-Archaean Australian shale (PAAS; Pourmand
et al., 2012)

• European shale (ES; Bau et al., 2018).

In addition, a world shale average (WSA) has been
proposed by Bau et al. (2018). The average value of
the upper continental crust determined by Rudnick
and Gao (2014) is based upon an average of
surface derived samples, sediments and loess
(Figure 4.18a). It has an identically shaped REE
pattern to that of the shale samples, although the
absolute REE concentrations in the average upper
crust are slightly lower due to the dilution effect of
REE-poor clastic and carbonate sediments. Relative to
chondritic meteorites, shale averages have > 100 times
light REE and show steep light REE patterns
(La/Sm)N ¼ 3.1–4.3. They have a small negative
Eu anomaly and a relatively flat heavy REE pattern
(Gd/Yb)N ¼ 1.4–1.6, with about 20–30 times chon-
drite concentrations (Figure 4.18a).
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Figure 4.17 Log-log (La/Sm)N versus (Gd/Yb)N plot
showing typical shapes of REE patterns indicated by
the different quadrants of the diagram.
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Table 4.8 Reference compositions used for normalising the REE concentrations in sedimentary rocks
and typical REE concentrations in ocean and river waters

Sediment Water

NASC
ppm

MUQ
ppm

PAAS
ppm

ES
ppm

WSA
ppm

UCC
ppm

Pacific
49-m
depth
ppm

Pacific
2576-m
depth
ppm

North
Sea ppm

Rhine
River
ppm

MORT
years

1 2 3 4 5 6 7 8 9 10 11

La 32.00 32.51 44.56 44.300 40.30 31.00 1.25E-06 6.2E-06 2.89E-06 7.87E-05 1630
Ce 73.00 71.09 88.25 88.500 83.30 63.00 9.64E-07 2.17E-06 4.90E-06 2.90E-05 130
Pr 7.90 8.46 10.15 10.600 9.54 7.10 2.07E-07 9.44E-07 1.05E-06 5.35E-06 800
Nd 33.00 32.91 37.32 39.500 36.60 27.00 1.04E-06 4.38E-06 4.60E-06 2.31E-05 950
Sm 5.70 6.88 6.884 7.300 6.63 4.70 2.38E-07 8.78E-07 1.23E-06 1.27E-05 970
Eu 1.24 1.57 1.215 1.480 1.31 1.00 6.53E-08 2.34E-07 3.71E-07 1.46E-06 820
Gd 5.20 6.36 6.043 6.340 5.86 4.00 3.4E-07 1.33E-06 2.47E-06 1.10E-05 1100
Tb 0.85 0.99 0.8914 0.944 0.90 0.70 6.99E-08 2.13E-07 3.38E-07 9.98E-07 1130
Dy 5.80 5.89 5.325 5.860 5.66 3.90 4.49E-07 1.56E-06 2.40E-06 6.08E-06 1510
Ho 1.04 1.22 1.053 1.170 1.09 0.83 1.19E-07 4.26E-07 6.10E-07 1.32E-06 6800
Er 3.40 3.37 3.075 3.430 3.30 2.30 3.63E-07 1.44E-06 1.97E-06 3.92E-06 6800
Tm 0.50 0.51 0.451 0.492 0.48 0.30 5.07E-08 2.21E-07 nd nd nd
Yb 3.10 3.25 3.012 3.260 3.12 2.00 3.29E-07 1.51E-06 1.96E-06 3.78E-06 nd
Lu 0.48 0.49 0.4386 0.485 0.47 0.31 4.72E-08 2.68E-07 3.50E-07 6.57E-07 nd
Y 27.00 31.85 27.31 31.900 28.70 21.00 6.69E-06 2.24E-05 2.60E-05 3.75E-05 5100

Notes: nd, no data.
References: 1, North American shale composite (McLennan, 1989); 2, Queensland mud (Kamber et al., 2005); 3, post-Archaean
average Australian sedimentary rock (Pourmand et al., 2012); 4, average European shale (Bau et al., 2018); 5, world shale average
(Bau et al., 2018); 6, average upper continental crust (Rudnick and Gao, 2014); 7, northwest Pacific (49-m depth) (Alibo and Nozaki,
1999); 8, northwest Pacific (2576-m depth) (Alibo and Nozaki, 1999); 9, seawater, North Sea (Bau et al., 2018); 10, river water, Rhine
(Bau et al., 2018); 11, mean oceanic residence time in years (Alibo and Nozaki, 1999).
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Figure 4.18 Sediment normalization. (a) Five average shale compositions (red) and the average composition of
the upper continental crust (black) (from Table 4.8), plotted relative to their concentration in chondritic
meteorites using the normalising values of Barrat et al. (2012). (b) The composition of ocean water and river
water (Table 4.8) normalised to the composition of European shale (Table 4.8, column 4). The composition of
filtered North Sea water and Rhine River water are from Bau et al. (2018) and the total dissolved concentrations
of REE from two different depths in the northwest Pacific Ocean are from Alibo and Nozaki (1999). Note the
different scales in (a) and (b).
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4.3.2.5 Rock Normalisation

Some authors normalise REE concentrations to a
particular sample in a rock suite as a measure of
relative change. This is also useful when the REE
concentrations of the individual minerals in the
rock have also been determined, for then they
can be expressed relative to the concentration in
the whole rock as a means of showing where the
REE are concentrated in the sample. A similar
form of normalisation is used to express REE
concentration in a mineral relative to the compos-
ition of the groundmass and this can also be used
to display mineral-melt partition coefficients
(Section 4.2.1).

4.3.3 Interpreting REE Patterns

The REE are regarded as amongst the least soluble
trace elements and are relatively immobile during low-
grade metamorphism, weathering and hydrothermal
alteration. This is evident from the very low concen-
trations found in modern river waters and seawater
(see Section 4.3.3.2 and Figure 4.18b). However, the
REE are not totally immobile and the reader should
be cautious when interpreting the REE patterns of
heavily altered or highly metamorphosed rocks.
Nevertheless, in some rocks which have experienced
moderate grades of metamorphism the REE can faith-
fully represent the original composition of the
unaltered parent and a fair degree of confidence can
be placed in the significance of peaks, troughs and the
slope of the REE pattern.

4.3.3.1 REE Patterns in Igneous Rocks

An igneous rock may be may be interrogated to deter-
mine which process was involved in generating its
REE pattern. The analysis of any igneous geochem-
ical data set should systematically screen for the
following processes, in this order:

• Identify and eliminate samples which show the
effects of chemical weathering, although given the
relatively immobile nature of the REE this is
unlikely to have any major effect.

• Identify (and eliminate) the effects of magma cham-
ber processes such as crystal fractionation or
assimilation.

• Identify the composition of parental melt(s), and
from these compositions attempt to determine the
nature of the source.

Figure 4.19 shows the chondrite-normalised REE
patterns for common rock-forming minerals to indi-
cate the role different mineral phases play during
magmatic evolution, either during partial melting of
the source or in subsequent crystal fractionation.
A greater level of detail may be obtained from the
plots of partition coefficient data (Figures 4.5–4.8),
although these are the inverse of the concentrations
shown in this figure.
Feldspars have very low concentrations of REE, but

when present in felsic rocks have a prominent positive
Eu anomaly which may strongly influence the shape of
a REE pattern. Similarly, in mafic rocks olivine has
very low concentrations of REE and is unlikely to
fractionate REE during partial melting or crystal
fractionation. Of the pyroxenes, orthopyroxene has
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Figure 4.19 Chondrite-normalised REE patterns in
common rock-forming minerals in a range of host
lithologies (after McLennan, 2018; adapted by
permission of Springer-Nature). Grt, garnet; Ms,
muscovite; Hbl, hornblende; Cpx, clinopyroxene;
Opx, orthopyroxene; Bi, biotite; Olv, olivine; Plag,
plagioclase; K-fsp, alkali feldspar; Gdt, granodiorite.
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lower REE concentrations than clinopyroxene, and in
mafic rocks clinopyroxene may be the major site of the
REE in the rock. Both may have small negative Eu
anomalies but may be large enough in clinopyroxene to
be inherited by a melt. Both tend to be richer in the
heavy REE than the light REE. Hornblende is typic-
ally enriched in the REE and is often distinctive in
being enriched in the middle REE. It also has higher
concentrations of heavy REE than light and together
these features can lead to the development of a slightly
U-shaped REE pattern in a melt. Garnet is always
richer in the heavy REE than the light, to the extent
that the heavy REE are compatible in garnet whereas
the light REE are not, leading to extreme REE frac-
tionation. Muscovite is enriched in REE and may be a
significant host to REE in felsic rocks, whereas biotite
is not. Both have negative Eu anomalies.
In felsic melts accessory phases such as sphene,

zircon, allanite, apatite and monazite may strongly
influence a REE pattern, for although they may be
present in only small quantities (often much less than
1% of the rock) their very high partition coefficients
for the REE mean that they have a disproportionate
influence on the REE pattern (see Figure 4.8). Zircon
will have an effect similar to that of garnet and will
deplete a melt in the heavy REE; titanite and apatite
partition the middle REE relative to the light and
heavy; and monazite and allanite cause depletion in
the light REE.

4.3.3.2 REE Patterns in Seawater and River Water

The REE contents of seawater and river water are
extremely low (Table 4.8) and because of this many
analytical protocols utilise a pre-concentration
method. Concentrations are reported as ppb, or as
pmol/kg. The conversion from moles to grams is to
multiply by the atomic weight of the element. Values
are usually normalised to a shale reference standard.
REE concentrations in seawater are between 6 and 7
orders of magnitude smaller that the shale value, and
river waters are about an order of magnitude higher
(Figure 4.18b). On a shale-normalised plot, seawater
tends to show a gradual enrichment in REE concen-
trations from the light to heavy REE and often shows
a prominent negative Ce anomaly which is expressed
as Ce/Ce* (see Section 4.3.2). When Y is included
with the REE, it is plotted between Dy and Ho and
may also show a positive Y anomaly (Bau et al.,
2014). Concentrations in water from the river Rhine
also show a small negative Ce anomaly and an

increase in REE concentrations from the light to
heavy REE, similar to that observed in seawater
(Figure 4.18b).

The geochemical processes operating in the aque-
ous environment are different from those operating
in igneous or sedimentary rocks. For example, REE
in seawater may be present in solution or adsorbed
onto particulate matter contained in the seawater,
and for this reason many authors distinguish between
filtered and unfiltered results. In seawater the fraction
of adsorbed REE is usually small, except for the
element Ce, which may be significant (Alibo and
Nozaki, 1999), although in river water the REE con-
tent of the suspended load is greater. Further, REE
concentrations in seawater increase with depth
(Figure 4.18b) and show what is known as nutrient-
like behaviour in their concentration versus depth
distribution. In the case of the heavy REE and
Y this increase may be as much as a factor of four.
This variability with depth is related to the observa-
tion that the REE are ultimately removed from sea-
water by the scavenging effect and settling of
particulate matter (Schijf et al., 2015); thus, they have
a finite life in seawater. Consequently, it is possible to
estimate the length of their life in ocean water; this is
known as the residence time. Mean oceanic residence
times (MORT) for most of the REE are given in
Table 4.8, column 11, although it should be noted
that these estimates are approximate and may vary
by a factor of two to three (Alibo and Nozaki, 1999).
The greater residence time of the heavy REE relative
to that of the light REE is in part related to their
greater concentration in the particulate component
(Alibo and Nozaki, 1999). A further consideration is
the effect of oxidation, which can be seen in the Ce
anomaly reflecting the oxidation of Ce3þ to Ce4þ and
the precipitation of Ce4þ from solution as CeO2.
REE concentrations in ocean waters provide infor-

mation about oceanic input from rivers, hydrothermal
vents and aeolian sources (Elderfield, 1988). Eu anom-
alies reflect either aeolian or hydrothermal input. In
the case of the Rhine River water the anomalous
concentrations of La, Sm and Gd reflect an anthropo-
genic component (Kulaksiz and Bau, 2013).

4.3.3.3 REE Patterns in Sediment

REE concentrations of sedimentary rock are usually
normalised to one of the shale reference standards
listed in Table 4.7, although this practice is not uni-
versal and some authors use chondritic normalisation.
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Many studies also include Y. There are two main
contributions to the REE chemistry of sediment: the
terrigenous component, as typified by clastic sedi-
ment, and the marine component, as typified by chem-
ical sediment. Most sediment exhibits both
components in varying proportions and here we con-
sider the end members.

(a) Clastic sediment. The single most important
factor contributing to the REE content of clastic
sediment is its provenance (McLennan, 1989). This
is because the REE are present in very low concen-
trations in seawater and river water, and therefore
the REE present in a sediment are chiefly transported
as particulate matter and reflect the chemistry of
their source. In comparison, the effects of weathering
and diagenesis are minor. Studies such as those by
Nesbitt (1979) show that while the REE are mobil-
ised during weathering they are reprecipitated at the
site of weathering, and in the case of extreme
weathering the source can still be recognised in the
REE chemistry of the derivative material (Nesbitt
et al., 1990). Diagenesis has little influence on the
redistribution of the REE and very large water–rock
ratios are required to effect any change in
sediment chemistry.

(b) Clay-bearing sediment. Clay-bearing sediments/
rocks have a much higher concentration of total REE
than other types of sediment. It is for this reason that
many authors have used the REE content of the clay
portion of a sediment or clay-rich sediment to identify
sedimentary processes and sediment provenance. The
presence of quartz has a diluting effect on REE con-
centrations, as does carbonate. The presence of heavy
minerals, particularly zircon, monazite and allanite,
may have a significant (and possibly erratic) effect on
the REE pattern of an individual sample (Totten
et al., 2007).

(c) Chemical sediment. Chemical sediment is most
likely to reflect the composition of the water from
which it precipitated. In detail this may be seawater,
pore water or hydrothermal fluids. Nodules and crusts
precipitated from seawater are termed ‘hydrogenetic’
and approach the inverse of the seawater pattern with
positive Ce and negative Y anomalies; precipitates
from pore fluids and diagenetic crusts show similar
patterns but with lower concentrations and negative
Ce anomalies. Hydrothermal deposits have REE pat-
terns similar to that of seawater but are characterised
by a positive Eu anomaly (Bau et al., 2014). On this
basis it is possible to use REE concentrations to

discriminate between different types of ferromanga-
nese crusts and nodules.
A similar approach may be taken in the study of

Archaean banded iron formations and carbonates,
and these may be used to obtain information about
the composition and redox conditions of Archaean
seawater. Kamber and Webb (2001) measured REE
in Archaean microbial carbonates. Their samples
showed no negative Ce anomaly but did have a posi-
tive Eu anomaly, suggesting anoxic ocean waters to
explain the lack of Ce oxidation and a hydrothermal
component to account for the Eu anomaly. Oonk
et al. (2018) similarly reported a lack of negative Ce
anomaly in the carbonate content of banded iron
formations, supporting the view that conditions were
less oxidising in the Archaean ocean than in the
modern oceans.

4.4 Normalised Multi-element Diagrams
or Incompatible Element Diagrams

Normalised multi-element plots are useful for visual-
ising a large amount of geochemical data and showing
geochemical similarities or differences between rocks
in a sample suite. They are based upon a set of incom-
patible elements arranged in order of their incompati-
bility during mantle melting. They are similar to the
more familiar chondrite-normalised rare-earth elem-
ent diagrams inasmuch as they represent a normalisa-
tion scheme which uses an agreed-upon set of
reference values of geochemical significance.
In recent decades as the portfolio of readily ana-

lysed trace elements has increased, the suite of elem-
ents used in multi-element diagrams also increased.
There are about 30 elements which are commonly
used in various normalisation schemes today (see
Table 4.9, where concentrations are given in ppm). It
should be noted that this list of trace elements includes
some elements listed as major elements (K, P and Ti)
and so the concentrations of these elements must be
converted from wt.% oxide to ppm. The precise order
in which the elements are presented in multi-element
diagrams varies according to the application of each
diagram and the author. It is therefore necessary that
internal consistency is applied in any study and that
where particular anomalies are found, the elements
flanking that anomaly are clearly identified.
A number of different multi-element normalisation
schemes emphasising slightly different functions are
outlined below.
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Table 4.9 Normalising values used in multi-element diagrams (all values in ppm)

CI chondrite Primitive mantle

MORB Continental crust

Global
mean

Global LN-
mean

N-MORB
mean

N-MORB
mean

NASC Upper
crust

Average
crust

GLOSS
II

Ref 1 2 3 4 5 6 7 8 9 10 11 12

Cs 0.1900 0.1880 0.0210 0.0180 0.053 0.019 0.019 0.007 5.16 4.90 2.00 4.9
Rb 2.3000 2.3200 0.6000 0.6050 4.050 1.500 1.360 0.560 125.00 84.00 49.00 83.7
Ba 2.4100 2.4200 6.6000 6.8500 43.400 16.600 14.700 6.300 636.00 628.00 456.00 786
Th 0.0290 0.0300 0.0795 0.0849 0.491 0.219 0.186 0.120 12.30 10.50 5.60 8.1
U 0.0074 0.0081 0.0203 0.0229 0.157 0.080 0.068 0.047 2.66 2.70 1.30 1.73
K 550 546 240 260 1237 1620 857 600 31545 23244 15026 18345
Nb 0.2400 0.2830 0.6580 0.5950 6.440 3.440 2.330 2.330 nd 12.00 8.00 9.42
Ta 0.0136 0.0150 0.0370 0.0430 0.417 0.224 0.191 0.132 1.12 0.90 0.70 0.698
La 0.2370 0.2414 0.6480 0.6832 4.870 3.770 3.390 2.500 31.10 31.00 20.00 29.1
Ce 0.6130 0.6194 1.6750 1.7529 13.100 11.500 10.200 7.500 66.70 63.00 43.00 57.6
Pb 2.4700 2.6200 0.1500 0.1850 0.657 0.570 0.460 0.300 nd 17.00 11.00 21.2
Pr 0.0928 0.0939 0.2540 0.2657 2.080 1.910 1.740 1.320 nd 7.10 4.90 7.15
Sr 7.2500 7.7900 19.9000 22.0000 138.000 130.000 110.000 90.000 142.00 320.00 320.00 302
Nd 0.4570 0.4737 1.2500 1.3410 10.400 9.800 9.220 7.300 27.40 27.00 20.00 27.6
Be 0.0250 0.0219 0.0680 0.0620 0.640 0.490 0.500 nd nd 2.10 1.90 1.99
Zr 3.8200 3.6300 10.5000 10.3000 103.000 90.100 88.800 74.000 200.00 193.00 132.00 129
Hf 0.1030 0.1065 0.2830 0.3014 2.620 2.400 2.360 2.050 6.30 5.30 3.70 3.42
Sm 0.1480 0.1536 0.4060 0.4347 3.370 3.250 3.190 2.630 5.59 4.70 3.90 6
Eu 0.0563 0.0588 0.1540 0.1665 1.200 1.220 1.150 1.020 1.18 1.00 1.10 1.37
Ti 440 447 1205 1265 9110 8500 nd 7600 4705 3836 4315 3836
Gd 0.1990 0.2069 0.5440 0.5855 4.420 4.400 4.290 3.680 nd 4.00 3.70 5.81
Tb 0.0361 0.0380 0.0990 0.1075 0.810 0.780 0.810 0.670 0.85 0.70 0.60 0.92
Dy 0.2460 0.2558 0.6740 0.7239 5.280 5.110 5.270 4.550 nd 3.90 3.60 5.43
Ho 0.0546 0.0564 0.1490 0.1597 1.140 1.110 1.140 1.010 nd 0.83 0.77 1.1
Y 1.5700 1.4600 4.3000 4.1300 32.400 30.000 32.200 28.000 nd 21.00 19.00 33.3
Er 0.1600 0.1655 0.4380 0.4684 3.300 3.150 3.310 2.970 nd 2.30 2.10 3.09
Tm 0.0247 0.0261 0.0680 0.0738 0.490 0.480 0.490 0.456 nd 0.30 0.28 nd
Yb 0.1610 0.1687 0.4410 0.4774 3.170 3.000 3.200 3.050 3.06 2.00 1.90 3.01
Lu 0.0246 0.0250 0.0675 0.0708 0.480 0.450 0.490 0.455 0.456 0.31 0.30 0.495
Li 1.5000 1.9700 1.6000 1.4500 6.630 5.100 6.640 4.300 nd 24.00 16.00 44.8

Notes: nd, not determined.
References: 1, McDonough and Sun (1995); 2, Palme and O'Neill (2014); 3, McDonough and Sun (1995); 4, Palme and O'Neill (2014); 5, White and Klein (2014); 6, Arevalo and McDonough
(2010); 7, White and Klein (2014); 8, Sun and McDonough (1989); 9, Gromet et al. (1984); 10, Rudnick and Gao (2014); 11, Rudnick and Gao (2014); 12, Plank (2014).
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4.4.1 Multi-element Diagrams
for Igneous Rocks

There are three popular ways of normalising trace
element data from igneous rocks. These include using
the compositions of (i) the Earth’s primitive mantle, (ii)
chondritic meteorites and (iii) primitive mid-ocean
ridge basalt (MORB). Each approach has its own logic
and areas of application, and it is important that the
suite of elements, the order in which they are presented
and the normalisation scheme chosen are appropriate
to the geological problem being investigated.

4.4.1.1 Chondrite-Normalised Multi-element
Diagrams

Chondrite normalised multi-element plots are an exten-
sion of REE plots but use a larger suite of trace
elements. These are ordered from left to right across
the diagram in the sequence of increasing mantle com-
patibility to maintain consistency with the REE pat-
terns and chondritic values of McDonough and Sun
(1995) and Palme and O’Neill (2014) (Table 4.9).
Element concentrations are plotted on a logarithmic
scale. The logic of chondrite normalisation is that
sample compositions are being compared with the
primitive materials of the solar system. The advantage
of using chondrite normalisation is that the chondrite
values have been directly measured rather than calcu-
lated as in the case of the primitive mantle with all the
attendant assumptions that such models bring.
However, for more evolved igneous rocks and sedi-
ment, chondrite normalisation is unlikely to be an
appropriate approach, for many processes have been
operating between the formation of the solar system
and the formation of the rocks being examined.

4.4.1.2 Primordial (Primitive) Mantle Normalised
Multi-element Diagrams

The primitive or primordial mantle is the composition
of the Earth’s mantle before the continental crust was
extracted. It is the same composition as that of the
bulk silicate Earth (BSE) – the composition of the
Earth after it had differentiated to form the core but
before it had differentiated to form any continental
crust. The assumptions used in calculating the com-
position of primitive mantle are that the bulk Earth is
chondritic, that there is a constant ratio of refractory
lithophile elements in the Earth relative to CI
chondrites, and that many other trace element concen-
trations can be determined by extrapolation from

natural mantle samples. Palme and O’Neill (2014)
use a ratio of 2.83 for the enrichment of the primitive
mantle relative to CI chondrites, reflecting the
increase in the concentration of lithophile elements
in the BSE after core formation. The concentrations
of the more volatile elements are based upon their
abundances in mantle rocks (Li, Cs), mantle isotope
ratios (Rb, Pb) and mantle incompatibility relative to
other refractory lithophile elements (K). The primitive
mantle values of Palme and O’Neill (2014) and
McDonough and Sun (1995) used for normalisation
are given in Table 4.9. Element concentrations are
plotted on a logarithmic scale and ordered from left
to right across the diagram with increasing compati-
bility in the mantle.
The main function of a primitive mantle normalised

plot is to show how different the sample is from the
composition of the Earth’s primitive mantle. This may
represent changes in the mantle source and so reflect
the processes of mantle differentiation, the different
types of melting process and/or degree of melting, or
those processes which have taken place in a magma
chamber. This normalisation scheme works particu-
larly well for basalts. The main features to be identi-
fied and explained relate to (i) the shape of smooth
patterns of overall enrichment or depletion as element
compatibility changes relative to the primitive mantle
and (ii) the recognition of elements with anomalous
behaviour in the form of positive or negative anomal-
ies relative to the overall trend. In this context the
element pairs Nb–Ta, Hf–Zr and the element Pb are
often of interest (see Figure 4.20a). Sometimes the
effects of crystal fractionation may give rise to very
confused multi-element plots in which individual
sample patterns cut across each other. For this reason
Thompson et al. (1983) proposed the recalculation of
normalised data to make (Yb)N ¼ 10.0 (or one of the
other elements located on the right-hand side of the
diagram). This additional normalisation of the data
can result in a clearer set of patterns.

4.4.1.3 MORB-Normalised Multi-element
Diagrams

MORB normalised multi-element diagrams are most
appropriate for evolved basalts, arc basalts, andesites,
and the felsic rocks of the continental crust. The logic
is that MORB normalisation is used to understand
those rocks for which MORB might be the parental
material. For the most part these are the rocks of the
continental crust.
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Four sets of normalising values are given in
Table 4.9. The global MORB average of White and
Klein (2014) represents the mean of 1975 MORB
samples from all the major ocean basins, filtered for
data quality. However, not all samples report values

for all trace elements and their distribution is not
Gaussian; therefore, it is recommended to use the log-
normal mean values of Arevalo and McDonough
(2010) (Table 4.9, column 6). N (‘normal’)-MORB is
MORB which is depleted in highly incompatible
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Figure 4.20 (a) Primitive mantle
normalised plots for MORB
(global mean, black line; White
and Klein, 2014); MORB (global
LN mean, grey line; Arevalo and
McDonough, 2010); N-MORB
(global mean, red line; White and
Klein, 2014); and N-MORB
(global mean, orange line; Sun
and McDonough, 1989). The
data are given in Table 4.9,
columns 5–8. The normalising
values are from the PM
composition of Palme and
O’Neill (2014) and given in
Table 4.9, column 4. (b) MORB
normalised plots of NASC
(Gromet et al., 1984), upper
continental crust (UCC) and bulk
continental crust (bulk CC)
(Rudnick and Gao, 2014) and
GLOSS II (Plank, 2014). The
data are given in Table 4.9,
columns 9–12. The normalising
values are from the global LN-
MORB of Arevalo and
McDonough (2010) given in
Table 4.9, column 6.
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elements and has a (La/Sm)N ratio of <1.0. N-MORB
represents MORB which has not been influenced by
mantle plumes (and thereby enriched). Two sets of N-
MORB values are given in Table 4.9, that ofWhite and
Klein (2014) and the much-used values of Sun and
McDonough (1989). The newer values of White and
Klein (2014) are preferred since they are based upon
more and better quality data.

4.4.1.4 Interpreting Multi-element Diagrams
for Igneous Rocks

As an example of how to interpret multi-element dia-
grams, consider the primitive mantle normalised plot
for N-MORB (Figure 4.20a). In this diagram trace
element concentrations in N-MORB are characterised
by a strong depletion of the most incompatible elem-
ents at the left side of the diagram, increasing to
higher concentrations and a flatter trend for the more
compatible elements on the right side of the diagram.
Normalised values progressively increase from ~ 1�
PM to about 8� PM with increasing compatibility;
the more compatible high field strength (HFS)
elements show a flat trend with values about 8� PM.
In this particular order of the elements there are nega-
tive anomalies for Pb, Sr and Li. Concentrations in
the global LN-MORB are similar, but values for the
highly incompatible elements are higher and there is a
small positive K anomaly. In contrast the trend for
highly incompatible elements in the global mean is
more erratic than for N-MORB and the global LN
mean (Figure 4.20a). Despite the difference between
these models of MORB, all averages show a strong
pattern of incompatible element depletion, indicating
that the MORB source has experienced previous melt
extraction. The small anomalies for individual elem-
ents are thought to be a particular feature of
the source.

A second example shows a MORB-normalised
plot for the average composition of the bulk contin-
ental crust (Figure 4.20b). Here there is a pro-
nounced decrease in element concentrations
associated with increasing element compatibility
during MORB melting. The most incompatible elem-
ents are present at more than 100� MORB, whereas
the HFS element concentrations are generally similar
to MORB, indicating the way in which incompatible
elements tend to be fractionated into the continental
crust. Significant deviations from this trend are
the negative anomalies in the concentrations of
Nb, Ta and Ti, which may represent the presence of

a Ti-bearing phase in the source, and positive anom-
alies for Pb, Be and Li, which may reflect fluid-
related processes. In more evolved felsic rocks,
anomalies for specific elements may be controlled
by individual minerals; for example, Zr concentra-
tions may be controlled by zircon, P by apatite, the
LREE and Th by allanite, HREE by garnet, Sr by
plagioclase, and Ti, Nb and Ta by ilmenite, rutile or
titanite (see Section 4.2.1.8).

4.4.2 Multi-element Diagrams for Clastic
Sediments

The processes controlling the trace element compos-
ition of sedimentary rock may also be investigated
using multi-element normalised diagrams, although
they are not as widely used as their equivalents in
igneous petrology. The most commonly used normal-
ising values have been those for the North American
shale composite (NASC) of Gromet et al. (1984) taken
to represent ‘average crustal material’. However, the
range of trace elements reported is small (see
Table 4.9, column 9) and there are now better-quality
data for more elements. For this reason, the average
values for the upper continental crust or the bulk crust
of Rudnick and Gao (2014) are preferred. An alterna-
tive is to use the average global subducting sediment
(GLOSS) recently recalculated as GLOSS II by Plank
(2014; Table 4.9, column 12) which is based on the
average geochemical composition of subducting sedi-
ments. GLOSS II represents the average of 27 averages
from each of the different subduction zone trenches.
Trace element concentrations in GLOSS II are very
similar to those for the upper continental crust
(Figure 4.20b).

Multi-element diagrams for clastic sediments record
information about the source of the sediment, contin-
ental weathering processes (seen in the concentrations
of K, Rb, Cs, Li) and contributions from both bio-
logical (REE) and hydrothermal (Pb and REE)
marine processes. This may be seen in GLOSS II
where, although the shape of the pattern is similar to
that of the bulk continental crust, some values are
higher, indicating input from sources in addition to
the crustal source, and others are lower, due to the
dilution effect of a biological component (Plank
2014). The composition of GLOSS is also important
for understanding large-scale subduction processes
and may be used for tracing elements added to a
subduction system through their input as sediments.
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4.5 Diagrams Displaying Highly Siderophile
Elements (HSE) and Platinum Group
Elements (PGE)

The highly siderophile elements (HSE) include the elem-
ents Re, Os, Ir, Ru, Pt, Rh, Pd and Au. The platinum
group elements (PGE), also known as the platinum
group metals (PGM), are a subset of the HSE and
include the elements Ru, Rh, Pd, Os, Ir and Pt. The
PGE are known as the noble metals when they include
Au. The PGE are divided on the basis of their geo-
chemical behaviour into two subgroups:

• the Ir group of PGE (IPGE): Os, Ir, Ru and Rh
• the Pd group of PGE (PPGE): Pt and Pd.

Gold is often associated with the latter group. The
concentrations of HSE in planetary materials and in
rocks are extremely low. For example, in MORB,
where concentrations are particularly low, they are
reported in either parts per billion (ppb) or parts per
trillion (ppt).
The HSE are particularly important in both

cosmochemistry and mantle geochemistry. As the
name indicates, they are siderophile and they show a
strong affinity for the metallic iron phase. Thus, their
concentrations in planetary bodies relate to the for-
mation of an iron-rich metallic core. In the absence of
metallic iron, they are strongly chalcophile and have a
strong affinity for a sulphide phase. The basic data for
the HSE, the melting temperature of the metals, the
50% equilibrium condensation temperatures (a func-
tion of processes), the metal–silicate partition coeffi-
cients, and concentrations in CI chondrites and the
primitive mantle are given in Table 4.10.

4.5.1 The Application of the HSE
in Cosmochemistry

In cosmochemistry the HSE can aid our understand-
ing of the large-scale processes associated with planet-
ary differentiation, in particular, the process of core
formation. This is because of their strong affinity for
metal relative to silicate. With the exception of Au all
have higher melting temperatures than that of iron
(1665 K) (Table 4.10). The Ir-group PGE are charac-
terised by higher melting temperatures than the Pt-
group PGE. When presented on element versus con-
centration diagrams the HSE are ordered according to
their melting temperature with Re having the highest
melting temperature to the left of the plot, through to
Au with the lowest melting temperature on the right,
and arranged in the order given in Table 4.10
(Figure 4.21a). The elements are separated with equal
spacing, although not every study reports the full
range of elements and Rh is frequently omitted.
Concentrations are normalised using the measured
values for CI chondrites (Table 4.10) and presented
on a log scale (Figure 4.21a).
The distribution of the HSE in planetary materials

can also be understood in terms of their temperature
of condensation during the cooling of a solar nebula.
This data is normally reported as the temperature at
which 50% of the metal is condensed. The elements
Re, Os, Ir, Ru, Pt and Rh are regarded as ultra-
refractory because they have a very high condensation
temperature and condense to refractory metal alloy
grains. The elements Au and Pd are classified as mod-
erately volatile with lower condensation temperatures.
A further means of understanding the partitioning of

Table 4.10 The highly siderophile elements (HSE)

Element Symbol Atomic
number

Melting
temperature,
K

50% equilibrium
condensation
temperature, K

Metal–silicate
D at 1 bar

CI
chondrite
Orgueil
(ppm)

CI
chondrite
(ppm)

Primitive
mantle
(ppm)

Primitive
mantle
(ppm)

Reference 1 1 1 1 2 1 2

Rhenium Re 75 3453 1821 1.1 � 105–2.8 � 106 0.0381 0.040 0.00035 0.00035
Osmium Os 76 3327 1812 1.5 � 104–1.0 � 106 0.4605 0.495 0.00390 0.00390
Iridium Ir 77 2683 1603 2.1 � 105–3.5 � 107 0.4306 0.469 0.00350 0.00350
Ruthenium Ru 44 2583 1551 1.3 � 105–7.4 � 106 0.6374 0.690 0.00700 0.00740
Platinum Pt 78 2045 1408 3.7 � 104–8.6 � 105 0.8735 0.925 0.00760 0.00760
Rhodium Rh 45 1826 1392 4.5 � 104–1.6 � 106 0.1310 0.132 0.00120 0.00120
Palladium Pd 46 1825 1324 2.2 � 103–2.0 � 104 0.5705 0.560 0.00710 0.00710
Gold Au 79 1337 1060 1.0 � 103–5.0 � 103 0.1750 0.148 0.00170 0.00170

References: 1, Day et al. (2016); 2, Palme and O'Neill (2014).
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elements during planetary formation and differentiation
is through their metal–silicate partition coefficient, given
in Table 4.10 for 1 bar of pressure.

4.5.2 The Application of the HSE in Mantle
Geochemistry

In mantle geochemistry the HSE are treated slightly
differently from in cosmochemistry, and in trace
element variation diagrams the elements tend to be
arranged according to their incompatibility in the
silicate mantle. The sequence of increasing compatibil-
ity, from the most incompatible to those elements
which are more compatible, is:

most incompatibleð Þ Re � Au < Pd < Pt � Rh

< Ru � Ir � Os more compatibleð Þ

This is the order in which the elements will be concen-
trated during the partial melting of a purely silicate
mantle. One measure of the degree of fractionation

during partial melting is the ratio (Pd/Ir)N. This
records the fractionation between one of the least
compatible elements (Pd) relative to one of the more
compatible elements (Ir).
Estimates of the composition of the primitive

mantle are given in Table 4.10, and these can be used
as an alternative to chondritic values for normalising
mantle-derived melts. Compositional estimates of
the primitive mantle are based upon the observation
that Ir has a near uniform distribution in mantle
peridotites. HSE ratios relative to Ir are then deter-
mined in fertile mantle peridotites (samples with high
Al2O3), and calculated using the constancy of Ir con-
centrations. As noted above, HSE concentrations in
the mantle are very low – about 100� less than chon-
drite – but are broadly chondritic (Figure 4.21a).
Nevertheless, despite their very low concentrations
their abundances are higher than those predicted from
the process of core formation alone and imply the
additional input of HSE into the Earth after core
formation. This process is referred to as the addition

0.0001

0.001

0.01

0.1

1

10

Re Os Ir Ru Pt Rh Pd Au
1

10

100

1000

Ni Os Ir Ru Pt Rh Pd Au Cu
0.001

0.01

0.1

1

10

Re Au Pd Pt Ru Ir Os

ch
on

dr
ite

 n
or

m
al

is
ed

pr
im

iti
ve

 m
an

tle
 n

or
m

al
is

ed

pr
im

iti
ve

 m
an

tle
 n

or
m

al
is

ed

(a) (b) (c)

komatiite

average 
continental 
crust

MORB

Bushveld
Complex

Terrestrial mantle

Allende meteorite

Lunar mantle
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mantle data and primitive terrestrial mantle data also from Day et al. (2016). Elements organized in order of
decreasing melting temperature, left to right. (b) HSE data with Ni and Cu normalised to values for the
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Elements organized in order of decreasing mantle compatibility, left to right. (c) HSE data for MORB (black
lines, range from Rehkamper et al., 1999), komatiites in the Barberton greenstone belt, South Africa (red lines,
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data from Palme and O’Neill (2014). Elements organized in order of increasing mantle compatibility, left to
right. Note the different scales.
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of a late veneer of chondritic material to the Earth
after core formation.
There are three important controls on HSE concen-

trations in melts during mantle melting. The first is the
degree of partial melting. Day et al. (2016) showed
that for the highly incompatible element Pd, concen-
trations increase in melts in parallel with the degree of
melting, so that high-degree melts such as komatiites
have higher concentrations of Pd than low-degree
melts such as alkali basalts. A second control is the
sulphur content of the source. In the absence of grains
of metallic iron and PGE alloys, the HSE will be
strongly partitioned into sulphides in the source.
This effect will continue to be seen until the sulphide
minerals in the source are completely melted out.
A further control is mineralogical. The presence of
PGE alloys and also chrome spinel in the source are
both thought to exercise some control on HSE abun-
dances in mantle melts and may govern the concen-
trations of Ir and Ru. However, the role of chrome
spinel is complex, for a detailed examination shows
that often the PGE are not present in solid solution
but are present as inclusions of PGE alloys
and oxides.
In MORB, HSE concentrations may be so low that

some elements are below the limits of detection. In
this case analyses may be limited to the elements Ir,
Ru, Pt and Pd (e.g., Rehkamper et al., 1999; Bézos
et al., 2005; Figure 4.21c). In MORB immiscible sul-
phide melts can be important in scavenging the PGE.
In gabbros, particularly where they are associated
with sulphides, concentrations of HSE are higher
and may be present at the ppm level. In this case a
wider range of HSE are reported along with Ni and
Cu concentrations. For example, Barnes and Maier
(2002) in their study of the Merensky Reef in the
Bushveld Igneous Complex, South Africa, report the
elements Ni, Os, Ir, Ru, Rh, Pt, Pd, Au and Cu
(Figure 4.21b). The relevant normalising values for
Ni are CI ¼ 10,910 ppm and PM ¼ 1860 ppm, and
for Cu are CI ¼ 133 ppm and PM ¼ 20 ppm (data
from Palme and O’Neill, 2014).

HSE data for komatiites, MORB and the continen-
tal crust are plotted according to their incompatibility
in Figure 4.21c. In all cases the concentrations of the
least compatible elements are the highest and decrease
in the direction of the more compatible elements. This
is clear in the MORB samples and indicates a strong
control by partial melting. The affinity with the
crustal pattern may suggest a relationship between

MORB and the continental crust. In komatiites, the
higher concentration of the more compatible elements
may reflect higher degrees of melting of the
HSE hosts.

4.6 Bivariate Trace Element and Trace
Element Ratio Plots

Thus far in this chapter we have concentrated on the
display of trace element data using different types of
multi-element plot. This approach has the advantage
of utilising a large number of elements and allowing
broad conclusions to be drawn from their geochemical
behaviour. However, multi-element plots have the
disadvantage that only a few samples can be shown
on a single diagram before it becomes cluttered and
hard to read. In this case a bivariate plot showing
elements or element ratios is preferred, in particular,
when geochemical trends are sought. The principles
behind variation diagrams have already been dis-
cussed in Section 3.3 with respect to major element
geochemistry, and many of these principles also apply
to trace elements plots.

4.6.1 The Selection of Trace Elements to
Plot on Bivariate Graphs for Igneous Rocks

Many igneous rocks have had a complex history of
solid–liquid equilibria in their journey from the source
region to their site of emplacement. In addition, they
may have interacted with fluids during or after their
solidification. The task for the igneous geochemist,
therefore, is to work out which trace elements are
indicative of which processes in this complex history.
The clues come from a knowledge of mineral-melt
(and the lesser known mineral-fluid) partition coeffi-
cients and the physical laws which govern the concen-
trations of trace elements in igneous rocks. Most
fruitful are trace elements which show extreme behav-
iour, such as the highly incompatible and the highly
compatible elements. This is illustrated in general
terms in Figure 4.22, in which the fractionation of
selected trace and major elements between the contin-
ental crust, MORB and residual mantle is plotted
against their partition coefficients (Hofmann, 2014).
Further clues may come from the inspection of

multi-element plots, in particular, where trace element
concentrations depart from otherwise smooth trends,
for these elements may form the basis for identifying
particular processes and in some instances even source
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characteristics. In this case it is instructive to plot the
ratio of the anomalous element to an adjacent element
which defines part of the overall smooth trend.
However, care must be exercised in this process
because some ‘anomalous’ trace element concentra-
tions may be a function of the order in which the
elements are plotted on the multi-element diagram.
These trace elements or element ratios may then be
used to determine variables such as the mechanism or
style of melting, the degree of partial melting, the
degree of fractional crystallisation and the compos-
ition and mineralogy of the source composition which
has been melted. A similar approach is discussed by
Pearce (2008) in which the logic used in selecting
different trace elements to identify different magmatic
process is carefully argued.

4.6.1.1 The Behaviour of the Highly
Incompatible Elements

Highly incompatible element concentrations are par-
ticularly sensitive to partial melting processes when
the degree of partial melting is low, as is illustrated
in Figures 4.9a and 4.10a. The more incompatible an
element is, the more sensitive it is to the degree of
partial melting. This is true for both batch melting and
fractional melting, but the effect is more extreme
during fractional melting. This is illustrated with ref-
erence to the batch melting equation (Section 4.2.2.2,
Eq. 4.6): when D is very small (D < 0.001), CL/Co

reduces to 1/F. In other words, the concentration of a
highly incompatible element in a melt relative to the

source is inversely proportional to F, the degree of
melting. Thus, when the melt fraction is small, all of
the highly incompatible trace elements partition into
the melt. A similar effect is seen during fractional
crystallisation when the bulk partition coefficient of
the fractionating phases is very small: at small frac-
tions of melt remaining, CL/Co reduces to 1/F
(Figure 4.13a). This effect is even more strongly
marked in AFC processes (Figure 4.14).
It has also been shown that when D is very small,

the ratio of two highly incompatible elements in a
basaltic melt will mirror that of the source. For
example, during batch melting, when D < 0.01, then
CL

elt-1/CL
elt-2 ¼ Co

elt-1/Co
elt-2 (see Hofmann et al.,

1986; Arevalo and McDonough, 2010). This rela-
tionship is very powerful because it means that the
ratio of a pair of highly incompatible elements
whose bulk partition coefficients are very similar
will not vary in the course of fractional crystallisa-
tion and will vary little during batch partial melting,
and so allows us to ‘see through’ the effects of
fractional crystallisation and through different
degree of partial melting to identify the character
of the source materials.

4.6.1.2 Estimation of Partition Coefficients
from Trace Element Concentration Plots

Minster and Allegre (1978) showed that, from a
rearrangement of the batch melting equation, a bivari-
ate plot of the reciprocals of incompatible elements
can be used to obtain information about partition
coefficients during melting. Provided the mass frac-
tions of the minerals in the melt remain constant, a
linear trend on such a diagram characterises the batch
melting process. Further, the slope and intercept of
the trend can provide information about the differ-
ence in bulk partition coefficient between the two
elements. If the samples are first normalised to the
most enriched sample, elements with the same bulk
partition coefficient will have a slope of 1 and an
intercept of 0. If the bulk partition coefficients for
the two elements change at different rates during
melting, then a curvilinear trend will be produced
(Bender et al., 1984). This approach was extended by
Sims and DePaolo (1997) to show that log–log elem-
ent plots are a useful way of assessing differences in D
values between two incompatible elements. Elements
with similar incompatibilities will plot as a straight
line on a log–log plot (Figure 4.23), and where the
incompatibility is identical the slope of the line will be
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(After Hofmann, 2014; with permission of Elsevier)
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unity. When the incompatible elements have differing
D-values the slope will diverge from unity.

4.6.1.3 Identification of Igneous Source
Characteristics from Incompatible Element
Ratio Plots

Authors working on oceanic basalts noted that some
highly incompatible trace element ratios were con-
stant regardless of the absolute concentrations of the
elements present or the geographic location of the
samples (e.g., Hofmann et al., 1986). Given their
identical incompatibilities these ‘constant’ trace elem-
ent ratios were termed canonical trace element ratios
(Arevalo and McDonough, 2010; Hofmann, 2014) for
they were thought to define the elemental ratios of the
bulk silicate Earth (BSE). However, recent high-
precision measurements on basalts from a range of
MORB and ocean island basalt sources show the
ratios vary between mantle sources and they are not
indicative of the BSE. Instead, these trace element
ratios are thought to reflect the trace element ratios
of the individual sources of the different types of
oceanic basalt (Arevalo and McDonough, 2010).
Early studies sought to demonstrate the constancy

of trace element ratios using a plot in which a trace
element ratio is plotted on the y-axis and the numer-
ator of the ratio is plotted on the x-axis over a range of
abundance. However, as discussed in Section 2.6, this
type of plot can give rise to spurious self-correlation
(see also Sims and DePaolo, 1997). A better alterna-
tive, therefore, is a plot of the trace element ratio
versus MgO, in which MgO is a proxy for the frac-
tionation index (Arevalo and McDonough, 2010), for
this has the capacity to show the constancy of the ratio

over a range of melt compositions. The most robust
approach, however, as discussed in Section 4.6.1.2, is
to use elemental log–log plots (Figure 4.23), for where
these plots have a slope of 1, the elements have identi-
cal incompatibilities (Hofmann, 2014), and where the
slope of the correlation line is not unity, the relative
incompatibilities can be estimated.
In a detailed high-precision analytical study of

792 samples of MORB, Arevalo and McDonough
(2010) showed that the ratios Ti/Eu, Y/Ho and Ce/Pb
remain constant during MORB genesis and that these
ratios reflect the composition of the MORB (depleted
mantle) source (Figure 4.23). They showed that differ-
ent ocean basins have sources with slightly different
trace element ratios, raising the interesting question as
to why this should be so. Conversely, the trace element
ratios Ba/Th, Nb/U, Zr/Hf, Nb/Ta, Sr/Nd and Th/U,
previously also thought to be indicative of the MORB
source, are now known to fractionate during MORB
genesis and do not faithfully record the composition of
the depleted mantle.

4.6.1.4 Some Important Trace Element Ratios

There is a very large number of possible trace element
ratios that can be plotted to summarise relationships
in large geochemical data sets. A number of workers
have sought to characterise the proposed mantle end-
member compositions in terms of their trace element
concentrations (Salters and Stracke, 2004; Willbold
and Stracke, 2010; White and Klein, 2014). In add-
ition, Rudnick and Gao (2014) provide a comprehen-
sive review of the trace element composition
associated with continental crust. Some values cur-
rently in use for highly incompatible trace element
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Figure 4.23 Log–log trace element plots for highly incompatible elements. (a) Ti versus Eu, and (b) Y versus Ho
show the constancy of the respective trace element ratios (Ti/Eu = 7218 and Y/Ho = 26.1). These trace element
ratios have been termed canonical trace element ratios and are thought to reflect the elemental ratios of the
depleted mantle source. (Data from Jenner and O’Neill, 2012; with permission from John Wiley & Sons)
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ratios which are immobile during metamorphism are
given in Table 4.11. A selection of incompatible elem-
ent ratios is described below with a particular
emphasis on basaltic samples.

The trace element ratio of the light REE elements
(La/Sm)N is particularly useful in classifying MORB
samples, for while these are typically depleted in the
light REE, some are enriched. The ratio (La/Sm)N is a
useful measure of light REE depletion, and samples with
(La/Sm)N > 1.0 are classified as E-MORB (enriched
MORB), whereas those with (La/Sm)N < 1.0 are
classified as N-MORB (normal MORB). These dif-
ferences may be shown on REE plots, but they can be
helpfully summarised on a (La/Sm)N versus La trace
element plot. A similar distinction is useful in exam-
ining some mantle peridotites to show the extent to
which they may have been depleted and/or re-
fertilised (Figure 4.24).

Trace elements with identical charge and ionic size
are expected to behave in an identical manner and the
ratios of the trace element pairs Nb/Ta and Zr/Hf in
all terrestrial rocks should be similar to that in chon-
dritic meteorites (Nb/Ta ¼ 18.9; Zr/Hf ¼ 34.1; Palme
and O’Neill, 2014). However, this is not always the
case, demonstrating that these trace element ratios
have the power to identify petrological processes.
For example, Niu and Batiza (1997) showed that the
two ratios vary significantly in seafloor basaltic lavas
from seamounts near the axis of the East Pacific Rise,
and Foley et al. (2002), in a study on the origin of
felsic continental crust, exploited the differences in the
Nb/Ta ratio between oceanic basalt and Archaean
continental crust to argue for an amphibolite melting
model for early continental crust.
The K/U ratio is important in constraining the

Earth’s heat budget and noble gas abundances in the

Table 4.11 Incompatible trace element ratios in mantle and crustal reservoirs

Zr/Nb La/Nb Ba/Nb Ba/Th Rb/Nb Th/Nb Th/La Ba/La

Mantle
DMa 48.1 1.21 6.13 114 0.61 0.05 0.04 5.07
HIMUb 4.02 0.66 4.97 75.8 0.35 0.07 0.10 7.51
EMIb 6.36 1.3 14.9 173 0.97 0.09 0.07 11.8
EMIIb 4.53 0.98 10.7 79.5 0.83 0.13 0.14 10.9

Continental crustc

Upper 16.1 2.6 52.0 59.4 7.0 0.88 0.34 20.1
Middle 14.9 2.4 53.2 81.8 6.5 0.65 0.27 22.2
Lower 13.6 1.6 51.8 216 2.2 0.24 0.15 32.4

aAverage values from Excel table A1 of Salters and Stracke (2004).
bValues from compilation of Willbold and Stracke (2010).
cValues from Rudnick and Gao (2014).
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primitive Earth. One approach to resolving these first-
order issues is to measure the K/U of MORBs, for,
given that K and U behave similarly during partial
melting and crystal fractionation, these provide a
window into the K/U of the upper mantle. Arevalo
et al. (2009) reported a K/U ratio for MORB of
19,000, but found that this differed from the ratio in
ocean island basalts. However, given the potential for
the mobility of these elements, the measurements need
to be determined on fresh basaltic glass.
It can be helpful to compare the trace element ratios

between major crustal reservoirs. For example Nb/Th
is ~1.4 in average continental crust, ~15.7 in MORB,
and 7–8 in the primitive mantle, indicating that there
has been significant fractionation during the forma-
tion of MORB and the continental crust. These dif-
ferences were exploited by Pearce (2008) in an attempt
to identify mantle–continental crust interaction in
basaltic magmas. In this study, Pearce normalised
the Nb/Th ratio using Yb, to minimise the effects of
fractional crystallisation and on the resulting Th/Yb–
Nb/Yb plot identified a mantle array which encom-
passes the full range of MORB and ocean island
basalt compositions (Figure 4.25). In a similar way,
Fitton et al. (1997) used the incompatible element
ratios Nb/Y and Zr/Y to show the differences between
plume and N-MORB mantle sources, and Condie
(2005) proposed that incompatible element ratios
Zr/Nb, Nb/Th, Zr/Y and Nb/Y can be used to char-
acterise the mantle source of tholeiitic basalts.

4.6.1.5 Applications to Felsic Rocks

Identifying similar ‘canonical’ trace element ratios in
felsic rocks (and thus their source characteristics) is
much more difficult than in mafic rocks. This is
because felsic melts are often highly fractionated
and/or modified by fluid mobility. Further, the frac-
tionation of minor phases such as apatite, zircon,
monazite, titanite and ilmenite modifies many of the
critical trace element ratios to the extent that it is
impossible to determine the nature of the source using
this method.
However, some trace element ratios can be used to

evaluate large-scale mass balance models involving
felsic crust. This is because some highly incompatible
element ratios are very different in the continental
crust from the mantle. For example, Arevalo and
McDonough (2010) use the ratios Y/Ho and Th/U
to demonstrate the complementarity of the continen-
tal crust and depleted mantle relative to a chondritic

source (although this is not consistent with the result
from Ti/Eu and Nb/Ta ratios). Similarly, Collerson
and Kamber (1999) used the changing ratio of Nb/Th
in mantle rocks over time to evaluate the extraction of
the continental crust from the Earth’s mantle.

4.6.1.6 Compatible Element Plots

Compatible trace element concentrations change dra-
matically in an igneous liquid during fractional
crystallisation (Figure 4.13a). Thus, bivariate plots
of compatible elements, plotted against an index of
fractionation (e.g., MgO) can be used as a test for
fractional crystallisation. The effect is less marked
during in situ crystallisation except for the case when
a large melt fraction is returned to the magma cham-
ber (Figure 4.13d). Compatible elements are also
strongly depleted during AFC processes when the rate
of assimilation is high and the trace element concen-
tration in the wall rock is less than in the melt
(Figure 4.14).
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During low and moderate degrees of partial melting
the concentrations of highly compatible elements in
the source are buffered by the solid phases present.
This means that even if the source has undergone
prior partial melting, trace element concentrations
will remain largely unchanged during both batch
(Figure 4.9b) and fractional (Figure 4.10b) melting.

4.6.2 Bivariate Plots in Sedimentary Rocks

Bivariate trace element plots in sedimentary rocks are
mostly used to detect mixing processes in sediments.
Norman and De Deckker (1990) suggest that linear
correlations amongst a diverse group of elements over
a broad range of concentrations may indicate mixing of
two sedimentary components, although major element
plots can also be used to discern this process
(Figure 3.13). A more complete discussion of bivariate
trace element plots in sediments is given in Section 5.5.3.

4.7 Enrichment–Depletion Diagrams

Enrichment–depletion diagrams are a convenient way
of showing relative enrichment and depletion in trace
(or major) elements as a ‘positive–negative’ histogram.

Diagrams of this type can be useful for demonstrating
the extent of elemental enrichment or depletion in an
igneous suite by comparing the chemistries of early and
late members of a series. Hildreth (1981) compared the
relative concentrations of the early and late members of
Bishop Tuff (Figure 4.26). The x-axis of the graph
shows the elements arranged by atomic number and
the y-axis the concentration of an element in the latest
erupted ejecta divided by concentrations for the earliest
erupted ejecta. The values on the y-axis may also be
presented on a logarithmic scale.
Enrichment–depletion diagrams are also useful as

a way of displaying element mobility. This has been
used particularly in alteration zones associated with
hydrothermal mineralisation. For example, Taylor
and Fryer (1980) show the relative mobility of trace
and major elements in the zones of potassic and
propylitic alteration associated with a porphyry
copper deposit. In this case the enrichment/deple-
tion is measured relative to the composition of the
unaltered country rock. In a similar way,
enrichment–depletion diagrams may be used in the
study of compositional change during rock
weathering such that the composition of the
weathered product can be shown relative to the
composition of the original rock.
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Figure 4.26 Enrichment–depletion histogram. The enrichment factors for selected major and trace elements
from Bishop Tuff are arranged in order of increasing atomic number. The diagram compares the concentrations
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4.8 Modelling Trace Element Processes
in Igneous Rocks

One of the most important uses of trace elements in
modern igneous petrology is in the testing of hypoth-
eses through the modelling of geochemical processes.
This frequently involves constructing a geochemical
model which is thought to represent the processes
which have taken place and then comparing the model
results with those of the actual measurements (Allègre
and Minster, 1978; Shaw, 2006). Trace element model-
ling depends upon the mathematical expressions which
describe the equilibrium partitioning of trace elements
between minerals and melt during igneous processes
(Section 4.2.2) and a precise knowledge of trace elem-
ent partition coefficients (Section 4.2.1 and Tables
4.1–4.4). For successful geochemical modelling, three
conditions should be fulfilled. First, trace element con-
centrations must be determined with great accuracy;
otherwise, it is impossible to discriminate between com-
peting hypotheses (Arth, 1976). Second, partition coef-
ficients for the conditions under which the process is
being modelled must be known accurately. Third, the
starting composition must be known. This last condi-
tion is not always fulfilled and sometimes a reasonable
assumption of the starting composition must be made
which is later refined as the model is developed.
The ultimate aim of geochemical modelling is to

determine the processes operating within a given
suite of rocks. Often this is at a local scale, such
as in an individual magma chamber, or at a
regional scale, such as a volcanic province; but such
is the power of geochemistry that in some instances
it can be about large-scale reservoirs, such as the
whole of the continental crust or the entire depleted
upper mantle.
As previously discussed, many igneous rocks have

evolved through a range of processes and each of these
may need to be determined separately and if necessary
‘stripped away’ in order to reveal underlying pro-
cesses. An extreme example would be a suite of rocks
in which first the effects of element mobility have to
identified and the relevant samples removed from the
data set. Then the effects of crystal fractionation iden-
tified and the least fractionated samples isolated. The
remaining samples can then be used to identify the
conditions of partial melting and ultimately the nature
of the source.
It is important to note that geochemical models do

not necessarily provide a unique solution to a

geological problem. Uncertainty about the precise
initial composition of the source or the melt, the
correct partition coefficients and the precise physical
processes of melting and/or fractionation may mean
that multiple solutions can fit the observed data. For
this reason trace element modelling often has to be
constrained by other data. These may be geochem-
ical – major element or isotopic data, the results of
experimental petrology, or field and petrographic
observations. Often when these additional external
constraints are introduced, reasonable assumptions
can be made about the nature of the process being
investigated. Allegre and Minster (1978) use the
example of a suite of alkali basalts, for which they
made the assumptions that they were formed by a
small degree of partial melting of typical mantle
material. These two assumptions, limiting the com-
position of the source and the range of F, simplified
subsequent trace element modelling.
The results of trace element modelling calculations

are plotted on a bivariate or multivariate graph and
compared with an observed trend of measured rock
compositions. This process is often carried out using
a computer package such as t-IgPet (Carr and Gazel,
2017), Petrograph (Petrelli et al., 2005), or WinRock
(Kanen, 2004). There is also the substantial work by
Janousek et al. (2016) whose software is written using
the R language. Here we illustrate modelling using
the results of calculations in a spreadsheet so that the
methodology is transparent. Initially, in Section 4.8.1
we discuss forward modelling in which model calcu-
lations are compared with the observed data, and
then we consider inverse modelling where the data
themselves can be used to constrain the model
(Section 4.8.3).

4.8.1 Vector Diagrams

Changes in trace element concentrations may be mod-
elled on a bivariate plot using vectors to show the
amount and direction of change which will take place
as a consequence of a particular process. Diagrams of
this type are useful for quantifying the extent either of
fractional crystallisation or of partial melting. For
example, mineral vectors can be calculated to show the
evolving composition of a melt in response to the
removal of a fractionating mineral phase or mineral
assemblage (Figure 4.27). The effects of fractionation
calculated using the Rayleigh equation (Eq. 4.20) for
plagioclase, clinopyroxene, orthopyroxene, hornblende,
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biotite and orthoclase from a granitic melt are shown in
Figure 4.27. Partial melting vectors may be calculated in
a similar way using the appropriate equations, to show
changing melt or source compositions during the partial
melting of a given source composition and mineralogy.
The effects of different melting models, source compos-
itions and mineralogy may be all explored in this way.

Thus, vector diagrams can be used to identify a
fractionating phase on a bivariate plot. If, for
example, on a plot of Ba versus Sr, the rock compos-
itions define a liquid trend which could have been
produced by crystal fractionation, then the slope of
the trend can be compared with a mineral vector
diagram (Figure 4.27) and the phase responsible for
the fractional crystallisation trend can be identified. In
addition, it is possible from the compositional range
of the two elements to make an estimate of the
amount of fractional crystallisation that has taken
place. When there is more than one fractionating
phase present, a composite vector can be calculated,
although when this is the case it is not always possible
to find a unique composition for the fractionating
mineral assemblage. Although vector diagrams select

only two out of a vast array of possible elements, they
have the advantage of being able to display data from
a large number of samples. This means that it is
possible to view trends in the data. Consequently,
both mineral and partial melting vectors can be plot-
ted alongside observed trends on bivariate plots in
order to identify possible magmatic processes.

4.8.2 Modelling on Multivariate Diagrams

In this section we illustrate the way in which trace
element modelling has been used to identify different
petrogenetic processes in igneous rocks. Multivariate
diagrams such as REE plots and multi-element dia-
grams can be used for petrogenetic modelling, although
these are unable to clearly show more than a few
samples on a single diagram. In this case the same
operation is performed on each element in the plot
and the resultant data array is compared with a meas-
ured rock composition. The process is illustrated in
Figure 4.28 to show the effects of partial melting of a
primitive mantle source (Figure 4.28a, b) and of olivine
fractionation on a basaltic liquid (Figure 4.28c).

4.8.2.1 Partial Melting

An example of the behaviour of the REE during the
partial melting of a mantle source to produce a bas-
altic melt is given in Table 4.12 and the results shown
graphically (Figure 4.28). In this model all the results
are chondrite normalised using the values of Barrat
et al. (2012) (Table 4.7). The starting composition is
the primitive mantle composition of Palme and
O’Neill (2014) and this melting model is therefore
more directly applicable to basaltic compositions in
the Archaean. Two sets of partition coefficients are
chosen to illustrate the way in which even the choice
of partition coefficient may influence the outcome of
geochemical modelling. On the left side of Table 4.12
the partition coefficients from Table 4.1 are used and
on the right side of Table 4.12 the values of Bédard
(2005, 2014) are used. It should be noted that the
values for clinopyroxene are different in the two data
sets, and since these values are much higher than those
for olivine or orthopyroxene, they strongly influence
the value of the calculated bulk partition coefficientD.
The melting model is based upon a primitive mantle

mineralogy with 50% olivine, 40% orthopyroxene, 8%
clinopyroxene and 2% spinel. Two different models
are illustrated: (i) modal batch melting is shown for
5%, 10%, 15%, 20% and 25% melting (Figure 4.28a),
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of a felsic melt with an initial composition of 250 ppm
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Table 4.12 A summary of partition coefficients

Partition coefficients from Table 4.1 Partition coefficients from Bédard (2005, 2014)

Olivine Ortho pyroxene Clino pyroxene Spinel

D

Olivine Ortho pyroxene Clino pyroxene Spinel

D50% 40% 8% 2% 50% 40% 8% 2%

La 0.0000 0.0008 0.0860 0.0000 0.0072 La 0.0002 0.0012 0.0900 0.0000 0.0078
Ce 0.0000 0.0016 0.1750 0.0000 0.0147 Ce 0.0004 0.0020 0.1600 0.0000 0.0138
Pr 0.0001 0.0032 0.2890 0.0000 0.0244 Pr 0.0008 0.0034 0.2000 0.0000 0.0178
Nd 0.0002 0.0056 0.4700 0.0000 0.0399 Nd 0.0012 0.0054 0.2800 0.0000 0.0252
Sm 0.0006 0.0150 0.8100 0.0000 0.0711 Sm 0.0026 0.0118 0.4000 0.0000 0.0380
Eu 0.0012 0.0300 1.0000 0.0000 0.0926 Eu 0.0051 0.0163 0.3300 0.0000 0.0355
Gd 0.0018 0.0340 1.0400 0.0000 0.0977 Gd 0.0050 0.0215 0.5000 0.0000 0.0511
Tb 0.0028 0.0540 1.2200 0.0000 0.1206 Tb 0.0067 0.0285 0.6000 0.0000 0.0628
Dy 0.0040 0.0770 1.4000 0.0000 0.1448 Dy 0.0089 0.0371 0.7000 0.0000 0.0753
Ho 0.0064 0.1000 1.3500 0.0000 0.1512 Ho 0.0115 0.0468 0.6700 0.0000 0.0781
Er 0.0110 0.1200 1.3400 0.0000 0.1607 Er 0.0143 0.0573 0.6500 0.0000 0.0821
Tm 0.0140 0.1700 1.3800 0.0000 0.1854 Tm 0.0172 0.0683 0.6600 0.0000 0.0887
Yb 0.0188 0.2200 1.4200 0.0000 0.2110 Yb 0.0203 0.0794 0.6800 0.0000 0.0963
Lu 0.0280 0.2200 1.1600 0.0000 0.1948 Lu 0.0233 0.0903 0.6800 0.0000 0.1022

Batch modal partial melting

F 0.05 0.10 0.15 0.20 0.25 F 0.05 0.10 0.15 0.20 0.25
PM-normalised PM-normalised

57 La 2.907 51.138 27.301 18.621 14.129 11.383 57 La 2.907 50.657 27.170 18.563 14.097 11.364
58 Ce 2.922 45.699 25.809 17.983 13.798 11.194 58 Ce 2.922 46.292 25.987 18.064 13.843 11.221
59 Pr 2.920 39.877 23.933 17.097 13.299 10.881 59 Pr 2.920 43.662 25.174 17.685 13.631 11.088
60 Nd 2.890 32.863 21.259 15.711 12.460 10.323 60 Nd 2.890 39.107 23.565 16.863 13.129 10.749
62 Sm 2.841 24.167 17.324 13.500 11.060 9.366 62 Sm 2.841 32.991 21.168 15.584 12.331 10.201
63 Eu 2.841 20.594 15.497 12.423 10.367 8.894 63 Eu 2.841 33.948 21.538 15.772 12.441 10.272
64 Gd 2.842 19.902 15.124 12.196 10.218 8.792 64 Gd 2.842 28.842 19.469 14.693 11.799 9.858
65 Tb 2.867 17.422 13.748 11.354 9.670 8.421 65 Tb 2.867 26.153 18.320 14.098 11.458 9.650
66 Dy 2.850 15.195 12.374 10.437 9.024 7.948 66 Dy 2.850 23.452 16.988 13.318 10.952 9.300
67 Ho 2.822 14.570 11.951 10.130 8.791 7.764 67 Ho 2.822 22.724 16.572 13.041 10.751 9.144
68 Er 2.822 13.923 11.535 9.846 8.588 7.615 68 Er 2.822 22.050 16.229 12.840 10.622 9.057
69 Tm 2.818 12.462 10.560 9.161 8.090 7.243 69 Tm 2.818 20.985 15.668 12.501 10.399 8.902
70 Yb 2.842 11.346 9.802 8.628 7.705 6.961 70 Yb 2.842 20.083 15.222 12.256 10.257 8.819
71 Lu 2.879 12.249 10.458 9.124 8.091 7.269 71 Lu 2.879 19.579 15.000 12.157 10.220 8.815



Accumulated fractional melt

F 0.01 0.02 0.05 0.10 0.15 F 0.01 0.02 0.05 0.10 0.15
PM-normalised PM-normalised

57 La 2.907 218.584 136.537 58.097 29.072 19.382 57 La 2.907 210.841 134.530 58.065 29.072 19.382
58 Ce 2.922 144.945 109.246 56.662 29.193 19.476 58 Ce 2.922 151.119 112.285 57.010 29.201 19.477
59 Pr 2.920 98.437 82.111 51.234 28.806 19.440 59 Pr 2.920 126.178 99.184 55.144 29.120 19.463
60 Nd 2.890 64.296 57.367 41.799 26.834 18.938 60 Nd 2.890 95.175 79.767 50.276 28.462 19.237
62 Sm 2.841 37.443 35.129 29.199 21.954 17.014 62 Sm 2.841 65.998 58.557 42.080 26.634 18.678
63 Eu 2.841 29.223 27.847 24.169 19.306 15.667 63 Eu 2.841 70.107 61.689 43.444 26.956 18.748
64 Gd 2.842 27.784 26.547 23.218 18.755 15.358 64 Gd 2.842 50.747 46.408 36.012 24.806 18.161
65 Tb 2.867 22.926 22.112 19.866 16.702 14.146 65 Tb 2.867 42.426 39.455 32.017 23.319 17.677
66 Dy 2.850 19.111 18.557 17.003 14.733 12.815 66 Dy 2.850 35.614 33.537 28.160 21.468 16.806
67 Ho 2.822 18.144 17.643 16.233 14.159 12.389 67 Ho 2.822 34.082 32.166 27.177 20.898 16.464
68 Er 2.822 17.107 16.667 15.421 13.569 11.969 68 Er 2.822 32.523 30.785 26.227 20.401 16.215
69 Tm 2.818 14.869 14.546 13.621 12.216 10.967 69 Tm 2.818 30.180 28.693 24.745 19.586 15.778
70 Yb 2.842 13.218 12.973 12.265 11.170 10.175 70 Yb 2.842 28.159 26.886 23.467 18.900 15.440
71 Lu 2.879 14.478 14.182 13.331 12.028 10.861 71 Lu 2.879 26.975 25.829 22.729 18.526 15.283

Fractional crystallisation of olivine

F 0.90 0.80 0.70 0.60 0.50
15% batch modal melt

57 La 18.621 20.690 23.276 26.601 31.034 37.241
58 Ce 17.983 19.981 22.478 25.689 29.970 35.964
59 Pr 17.097 18.997 21.371 24.424 28.494 34.192
60 Nd 15.711 17.457 19.638 22.443 26.183 31.418
62 Sm 13.500 15.000 16.873 19.282 22.493 26.989
63 Eu 12.423 13.802 15.525 17.740 20.693 24.826
64 Gd 12.196 13.549 15.239 17.412 20.308 24.362
65 Tb 11.354 12.612 14.183 16.204 18.896 22.664
66 Dy 10.437 11.591 13.034 14.888 17.359 20.815
67 Ho 10.130 11.248 12.644 14.438 16.828 20.170
68 Er 9.846 10.927 12.277 14.010 16.317 19.542
69 Tm 9.161 10.164 11.416 13.022 15.160 18.146
70 Yb 8.628 9.568 10.740 12.243 14.243 17.033
71 Lu 9.124 10.108 11.334 12.904 14.990 17.897



and (ii) accumulated fractional melting for 1%, 2%,
5%, 10% and 15% melting (Figure 4.28b). The results
using the partition coefficients from Table 4.1 are
shown in black (the steeper REE trends), while results
using the partition coefficients from Bédard (2005,
2014) are shown in red (the flatter REE trends) for
both melting models (Figure 4.28a, b).
These results are summarised using (La/Yb)N

versus LaN to show the degree of REE fractionation
(Figure 4.28d). It is clear that the degree of fraction-
ation of the REE (the (La/Yb)N ratio) is dependent on
both the mechanism of melting and on the choice of
partition coefficient.

4.8.2.2 Crystal Fractionation

A worked example of the behaviour of the REE during
fractional crystallisation is given in Table 4.12 and

illustrated in Figure 4.28c. In this example the starting
composition is the 15% melt of primitive mantle
formed during batch modal melting, calculated in
Table 4.12. The effect on REE concentrations by
the removal of 10%, 20%, 30%, 40% and 50% olivine
(F ¼ 0.9 to 0.5) using the olivine partition coefficients
from Table 4.1 is shown (Figure 4.28c). It is clear that
in this model, because of the highly incompatible
nature of the REE in olivine, the REE concentrations
in the melt increase, but the overall shape of the REE
pattern does not change from that of the parental melt.
Hence the (La/Yb)N ratio of the melt does not change
even though the La content of the melt does.

4.8.2.3 Crustal Contamination and AFC Processes

Komatiitic magmas are thought to have had excep-
tionally high liquidus temperatures and often to have
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Figure 4.28 Geochemical
modelling using REE. (a) REE
plot showing the results of 5–25%
modal batch melting of a
primitive mantle composition. (b)
REE plot showing the results of
1–15% accumulated fractional
melting of a primitive mantle
composition. (c) REE plot
showing the results of 10–50%
olivine fractionation in a basaltic
melt produced by 15% modal
batch melting of primitive mantle
using partition coefficient data
from Table 4.1. (d) (La/Yb)N
versus LaN summarising the
change in REE composition for
the models presented in panels (a)
and (b). The longer curves show
the results of accumulated
fractional melting and the shorter
curves the result of modal batch
melting. The numbers by the
curves show the fraction of
melting. In all panels the
compositions shown as black lines
use the partition coefficient data
from Table 4.1, and those shown
as red lines use the partition
coefficient data of Bédard (2005,
2014). Further details are given in
Table 4.12 and in the text.
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been contaminated with continental crust leading to
the formation of basaltic komatiites. Geochemical
support for this hypothesis comes from the enhanced
ratios of trace elements such as Nb/La and La/Sm
which correlate with Nd–isotopic compositions
(Arndt et al., 2008). Arndt and Jenner (1986) calcu-
lated the compositional change in a komatiite from
the Kambalda greenstone belt contaminated with a
mixture of sediment and basalt using AFC modelling
for major and trace elements.

One of the difficulties in recognising crustal
contamination is that it is not always clear whether
the ‘contamination’ has taken place in the crust or is a
property of the mantle source, perhaps reflecting some
very ancient modification of a mantle source with
either subducted basalt or subducted sediment. Thus,
Hughes et al. (2014) modelled AFC processes on a
multi-element diagram for the contamination of pri-
mary mantle melts with Archaean continental crust.
In this case the study suggests that crustal contamin-
ation was not a major contributor to the magmatic
processes under consideration and that the trace elem-
ent variability was a function of the mantle source
compositions involved.

4.8.2.4 Open System Processes

Open system behaviour in magma chambers has
been described in some detail in Section 4.2.2.3.
However, the early work of O’Hara and Matthews
(1981) and later studies such as that of Wooden et al.
(1993), Fowler et al. (2004), and Heinonen et al.
(2019) make it clear that fractional crystallisation in
an open system is often accompanied by AFC pro-
cesses as the magma reacts with the walls of the
magma chamber in either the deep crust or the shal-
low continental crust. O’Hara and Matthews (1981)
explored in some detail the behaviour of trace
elements in an RTF magma chamber. They show
the contrasting behaviour of incompatible and highly
incompatible elements and show that potentially
open system fractional crystallization is far more
efficient in changing the ratio of incompatible and
highly incompatible elements than is closed system
fractional crystallization. Using chondrite normal-
ised values of Ce/Yb to represent the slope of the
REE diagram and Sm values as a measure of REE
concentrations, they show on a bivariate plot of nor-
malised Ce/Yb versus Sm the effects of the RTF
process on partial melts of a variety of mantle
sources coupled with crystal fractionation.

Recognising RTF processes in a lava sequence
requires a very detailed and complete geochemical
section. In a study of Oligocene andesites and basalts
from southwest Idaho, USA, Norman and Leeman
(1990) recognised a cyclicity in the trace and major
element chemistry going up the stratigraphic section.
On bivariate Ba–Sc and Th–Sc plots they showed that
the scatter in the data cannot be accommodated by
calculated fractional crystallisation and AFC trends
alone, and required the addition of more mafic
magmas during evolution of the magma chamber.

4.8.2.5 Magma and Source Mixing

A set of general mixing equations given by Langmuir
et al. (1978) can be used to identify magma mixing
and mixing in an igneous source region. These equa-
tions predict that mixing between two elements pro-
duces a straight line, whereas mixing between an
element and an element ratio or between two ratios
produces an asymptotic curve.
These two types of mixing (magma mixing and

source mixing) can be differentiated by using differ-
ences in behaviour between compatible and incompat-
ible elements. For example, since highly incompatible
element ratios do not change during partial melting or
fractional crystallisation, a mixing curve based upon
incompatible element ratios is ambiguous, indicating
either magma mixing or source mixing. Compatible
elements ratios, on the other hand, are strongly frac-
tionated during partial melting but will not reflect the
ratios of the source region. Thus, if mixing is in the
source region a compatible element plot will show a
scattered trend, whereas the mixing of two melts will
produce a simple mixing line.

4.8.3 Inversion Techniques Using
Trace Elements

Trace element inversion techniques make use of the
trace element composition of a mineral or melt to
calculate the composition of the parental material –
in the case of a mineral this is the melt from which it
has crystallised, or in the case of a melt, it is the
mineralogy and composition of the source from which
it was derived. Inversion techniques require both the
precise measurement of trace element concentrations
in the mineral or melt to be investigated and a good
knowledge of mineral-melt partition coefficients. In
their most simple form, inversion methods use the
mineral-melt partition coefficient equation (Eq. 4.3)
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and solve for either the melt composition if the com-
position of the solid phase is known or the solid phase
if the melt composition is known. More detailed
approaches utilise the trace element partitioning equa-
tions discussed in Section 4.2.2, although if not all the
unknowns are determined some assumptions have to
be made during the modelling.
The original methodology of trace element

inversion was developed in a series of papers by
Allegre et al. (1977), Minster et al. (1977), Allegre
and Minster (1978), and Minster and Allegre (1978).
These authors made use of the variability in elemen-
tal concentrations in a suite of cogenetic igneous
rocks to determine unknowns such as the compos-
ition and mineralogy of the source, the physical pro-
cess causing these variations (crystal fractionation,
partial melting or other process), and the degree of
partial melting or crystal fractionation. More recent
mathematical inversion formulations for fraction-
ation and partial melting processes have been given
in Janousek et al. (2016), although are unhelpfully
termed ‘reverse’ methods.
Inverse methods can in principle be applied to all

petrological processes, although only fractional
crystallisation and melting models are illustrated
here. A first step in using the inverse approach for
the study of trace elements is to attempt to identify
the likely physical process which accounts for the
variation in the data. This may be done by plotting
selected trace elements on bivariate plots. For
example, elements which are compatible will vary
drastically in concentration during fractional crystal-
lisation, while highly incompatible elements will vary
most in abundance during partial melting. In add-
ition, it is important to apply any other available
constraints on the petrological process in addition
to those governed by the trace element data; these
may include the geology of the rock units under
consideration and their major element and isotopic
geochemistry (Minster and Allegre, 1978).
It is important to emphasise yet again that in this

style of trace element modelling assumptions have to
made which may or may not be correct, and there is
no certainty that a unique solution can be obtained.
However, since the time of Allegre and Minster (1978)
we have a much more accurate knowledge of trace
element partition coefficients, and so these need
no longer be treated as unknowns. In addition,
with microbeam technology we also have much
more precise methods of measuring trace element

concentrations in minerals, and so these can be known
with much greater certainty.

4.8.3.1 Inverting Mineral Compositions
to Estimate the Composition of a Melt

The trace element composition of an early formed
mineral phase, that is, one that formed on or close to
the liquidus, should in principle reflect the compos-
ition of the parental melt. In mafic melts this might be
the mineral olivine or spinel. In practice, however,
both these phases have very low concentrations of
the lithophile trace elements. For this reason, the
mineral clinopyroxene is often used since it tends to
have much higher concentrations of lithophile trace
elements. This approach can be used with early-
formed phenocryst phases or with cumulates, in which
case the composition of the evolving melt might be
monitored through the changing trace element con-
tent of the cumulus phases. In felsic rocks early
formed mafic phases such as hornblende might pro-
vide a useful monitor of the trace element composition
of the original melt. In some instances, it is possible to
validate calculations of this type by comparison with
the measured composition of associated melt inclu-
sions trapped in early-formed phenocryst phases.
An example of the simple inversion of clinopyrox-

ene compositions using known partition coefficients is
given by Koga et al. (2001), who investigated the REE
chemistry of secondary clinopyroxene in mantle
transition-zone dunites from the Oman ophiolite. In
order to calculate the REE composition of the melt
with which clinopyroxene was originally in equilib-
rium, they measured the clinopyroxene compositions
using an ion microprobe and inverted the compos-
itions using clinopyroxene–mafic melt partition coeffi-
cients. The calculated melt compositions had REE
patterns which closely mirrored those of the basaltic
lavas of the Oman ophiolite, suggesting that clinopyr-
oxene crystallised from a basaltic melt with a MORB-
like chemistry (Figure 4.29). This observation led to
the inference that the mantle transition-zone dunites
of the Oman ophiolite had been re-fertilised, that is,
clinopyroxene had been added through the percola-
tion of a basaltic melt which had partially crystallised
in the harzburgite host.
An advance on the linear inversion methods of

Allegre and Minster (1978) was the non-linear,
numerical inversion technique for quantifying
MORB trace element compositions proposed by
Coogan and Dosso (2016). Their approach takes
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account of the more complex and more realistic
nature of fractionation in an open-system magma
chamber by including the effects of assimilation and
in situ crystallisation. Using this approach, Coogan
and Dosso (2016) concluded that parental MORB
magmas from the East Pacific Rise are more trace
element–depleted than had been previously supposed.

4.8.3.2 Inverting Melt Compositions to Estimate
the Melting Process and the Nature of the Source

Many of the applications of the inverse method to
igneous melts have been directed towards a better
understanding of mantle melting. In this case the
unknowns are (i) the chemistry of the source (its com-
position and mineralogy), (ii) the bulk partition
coefficient for each element considered, (iii) the degree
of partial melting for each sample and (iv) the mech-
anism of melting. There are often too many unknowns
for a direct solution, and so a number of initial
assumptions have to be made. Early studies followed
the methods of Minster and Allegre (1978) and used
the batch melting model and incompatible trace
element ratios and abundances. Melting parameters
were extracted from measured trace element data
through least squares analysis. A different approach

was taken by McKenzie and O’Nions (1991), who
sought to investigate the process of mantle melting
particularly where small melt fractions were implied.
In this case they used a more complex form of inverse
theory and assumed a fractional melting model. The
mineralogy of the peridotite source was calculated
from the composition of the bulk Earth; the average
basaltic REE concentrations were from a range of
different basalt types; and they used measured REE
partition coefficients. With these assumptions, equa-
tions were solved for the melt fraction at different
mantle depths to demonstrate that MORB melting
took place in the shallow mantle and that melt frac-
tion increased with decreasing depth.
In contrast to models based on melt composition,

some authors have used melting residue as their
starting point for inversion modelling. For example,
Zou (1997) presented a methodology which can be
applied to a suite of cogenetic melting residues (residual
peridotites or clinopyroxenes) that permit the calcula-
tion of both the degree of partial melting and the source
composition. This approach uses variations in the resi-
due concentration ratios of incompatible trace elements
that have different bulk distribution coefficients to
obtain the degree of partial melting. Source concen-
trations can be calculated after obtaining the percent-
age of partial melting. Liu and Liang (2017) developed
this method with a more advanced statistical approach
using Markov chain Monte Carlo simulation. They
applied their methodology to calculate the extent of
melting, the fraction of melt present during melting
and the extent of disequilibrium between melt and
source from measured clinopyroxene compositions in
mid-ocean ridge peridotites.

4.8.4 A Final Comment on Geochemical
Modelling

Trace element modelling in petrology is an important
technique widely used as a geochemical means of
hypothesis testing, and in recent decades the math-
ematical approaches have become increasingly sophis-
ticated. However, it is important to remember a
number of key points:

• Trace element modelling does not always produce a
unique solution. Often petrological problems of this
type may contain too many unknowns, but never-
theless the approach may set constraints on
possible processes.
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Figure 4.29 REE concentrations in clinopyroxene
(pale blue shading) and calculated melt compositions
in equilibrium with clinopyroxene (blue shading) in
dunites from the upper part of the mantle section of
the Oman ophiolite. The range of calculated melt
compositions reflects the different degrees of melt
fractionation recorded by the clinopyroxene grains.
The grey region shows the range of REE abundances
in volcanic rocks of the Oman ophiolite. (After Koga
et al., 2001; with permission from John Wiley & Sons)
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• Trace element modelling must be regarded as a
means of hypothesis testing and should be used to
verify an already constrained model. Wherever
possible trace element studies should be part of a
broader approach to understanding a geochemical
problem that integrates constraints from field rela-
tionships together with major element and
isotopic chemistry.

• Partition coefficient values can depend upon a large
number of variables, and it is important to select
partition coefficients which represent as closely as
possible the physical conditions to be modelled.

• The ultimate aim of geochemical modelling is to
constrain the geochemical processes operating.
Where possible this is normally best approached
using inverse methods.
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5 Using Geochemical Data to Identify
Tectonic Environments

5.1 Introduction

The idea of using rock chemistry to ‘fingerprint’ dif-
ferent tectonic settings is probably best attributed to
the work of Pearce and Cann (1971, 1973). In these
two important papers the authors showed that it was
possible to use the geochemistry of basaltic rocks to
distinguish between those produced in known and
distinct tectonic settings. Their relatively simple
approach and the wide applicability of ‘tectono-mag-
matic discrimination diagrams’ – geochemical vari-
ation diagrams which segregate rock types according
to their various tectonic settings – meant that the
environment of eruption of both ancient and modern
basalts could be defined from the chemical analysis of
a rock using a few readily determined elements. Such
diagrams were later applied to both sedimentary
(Bhatia, 1983) and plutonic (granitic) (Pearce et al.,
1984) rocks.

The pioneering work of Pearce and Cann (1971,
1973) was based upon trace elements generally con-
sidered to be immobile under hydrothermal condi-
tions and they were used to identify distinct tectonic
environments. However, much of this early work was
impaired by an inadequate statistical treatment of the
data due to low sample numbers, the problems asso-
ciated with closed data sets and non-uniform errors –
heteroscedasticity (see the discussion in Chapter 2).
Today, such diagrams are being reconsidered in light
of proper statistical treatment and larger trial and test
datasets. This ongoing work is resulting in more
robust tectonic discrimination diagrams (Section 5.2).

An unfortunate consequence of the advent of
tectono-magmatic discrimination diagrams is the
plethora of simplistic tectonic interpretations of suites
of igneous rocks found in the geological literature.
This is not helpful, and our purpose here is to encour-
age the reader to seek to understand how and why
particular geochemical signatures are associated with
different tectonic environments and to consider ‘tec-
tono-magmatic discrimination diagrams’ as a means
to an end, rather than an end in themselves. In other

words, to move beyond mere geochemical taxonomy
and sample classification in order to develop discrim-
ination diagrams that can be used to investigate geo-
chemical processes. Ultimately, it is the understanding
of geochemical processes that will lead to the proper
identification of the former tectonic setting of igneous
and sedimentary rocks.
In this chapter we critically evaluate the current

status of tectonic discrimination diagrams and their
use in geochemistry. We briefly explore the principles
and assumptions behind their derivation, highlight
those diagrams which are useful and identify others
which may now be redundant, in order to develop
future good practice in their use. We restrict ourselves
to tectonic discrimination diagrams which were deter-
mined using major and trace element whole-rock
chemistry. There are many other discrimination
diagrams which are based upon the chemistry of min-
eral phases such as clinopyroxene and chromite,
which are not considered here.

5.1.1 Tectonic Environments

Our knowledge of tectonic environments is much
refined since the plate tectonic paradigm was estab-
lished in the 1960s. This reflects the advances made in
our understanding of both earth processes and the
chemistry of igneous rocks. Pearce and Cann (1971,
1973) originally worked with volcanic rocks and were
able to distinguish between volcanic arc, ocean floor
and within-plate environments. Today volcanic, plu-
tonic and sedimentary rocks are all being investigated
and we recognize a multitude of environments includ-
ing island arcs, island back arcs, island back-arc
basins, continental arcs, continental back arcs, contin-
ental arcs with thick crust (Andean type), continental
back arcs with thick crust (Andean type), continental
extension, continental rifts, ocean islands, oceanic
plateaus, ocean islands at oceanic plateaus, mid-ocean
ridges, incipient mid-ocean ridges, and mid-ocean
ridges close to ocean islands, as well as extensional
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environments associated with syn- and post-
collisional regimes. A summary of the tectonic envir-
onments that may be recognized on the basis of geo-
chemical data is given in Box 5.1.

5.1.2 The Current Approach
to Discrimination Diagrams

Given the statistical advances that now allow us to deal
with the unique aspects of geochemical data
(Chapter 2), discriminant analysis is a preferred
method for developing both binary and ternary tec-
tonic discrimination diagrams. Discriminant analysis
of geochemical data reduces a large number of vari-
ables (typically oxides or elements) to a smaller number
of parameters known as the discriminants (Section
2.8.2). The discriminants are typically a few distinct
combinations of the oxides/elements which simultan-
eously encompass most of the data, but at the same
time effectively subdivide samples into separate com-
positional groups (Section 2.8.2). The most powerful
discriminants, plotted as elemental concentrations or as

calculated discriminant functions based upon the elem-
ental concentrations, are then used to define the axes of
binary plots or the apices of ternary diagrams.
The creation of a successful discrimination diagram

properly involves a ‘large’ data set of analyses from
known settings which is split into ‘training’ and ‘test’
data. The training data are used for the empirical
derivation of boundaries between different groups of
samples. These boundaries are selected to maximize
the successful classification of the data from known
environments and allow ‘unknown’ samples to be
classified with greater confidence. The success of the
diagram is evaluated using the ‘test’ data, which is
quantified using either the percentage of successfully
classified data or the percentage of misclassified data.
The method of ‘back-projection’ to triangular space
not only allows for the correct statistical treatment of
the data, but is likely to be more widely used as
triangular plots are a familiar tool in geology and
geochemistry (see, e.g., Section 5.2.5). Helpful reviews
of this approach include those of Vermeesch (2006a)
and Verma (2020).
Unfortunately, the application of discriminant

analysis to geochemical data is not entirely straight-
forward and requires a number of steps to ensure the
uniformity of the data, followed by the application of
statistical software. This process usually includes the
following:

1. Initial data quality assessment
2. Standardizing the Fe-oxidation adjustment (see

Chapter 3)
3. Normalizing the major elements to 100% anhyd-

rous (see Chapter 3)
4. Performing the natural logarithm (ln or log e)

transformation of element ratios using a common
divisor (see Chapter 2)

5. Filtering the log-transformed data for outliers (see
Chapter 2)

6. Performing discriminant analysis (linear or quad-
ratic) on the outlier-free log-ratio data

7. Plotting the data on binary discriminant function
diagrams or performing the inverse log-ratio trans-
formation for ternary plots.

There are two other matters of concern. One is the
tension between the number of elements used to create
a discriminant function and understanding its geo-
logical significance. Although increasing the number
of elements in discriminant analysis generally results
in a more robust function, it also becomes more

Box 5.1 Tectonic environments recognizable using
geochemical criteria

...............................................................................................................................................................................................................................................................................

Ocean ridge (igneous)
Normal ocean ridge (characterised by
N-type MORB)

Anomalous ocean ridge (characterised by
E-type MORB)

Incipient spreading centre
Back-arc basin ridge
Fore-arc basin ridge (located above a
subduction zone)

Volcanic arc (igneous)
Oceanic arc dominated by tholeiitic basalts
Oceanic arc dominated by calc-alkali basalts
Active continental margin

Collisional setting (igneous)
Continent–continent collision
Continent–arc collision

Intraplate setting (igneous)
Intra-continental, normal crust
Intra-continental, attenuated crust
Ocean island

Active continental margin (sedimentary)
Passive continental margin (sedimentary)
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difficult to ascertain the geochemical significance of
multi-element axes with respect to petrogenetic pro-
cesses. Therefore, while such diagrams are useful for
classification, they should be combined with other
forms of assessment to verify testable hypotheses
related to petrogenesis. Second, we note that even
though discriminant function binary plots have been
in use for several decades (e.g., Pearce and Cann 1971,
1973; Roser and Korsch, 1986), they have not been
widely adopted by the geochemical community; we
surmise this is because of the complexity involved in
performing discriminant analysis combined with the
uncertain petrogenetic significance of the multi-
element axes.

5.1.3 Immobile Trace Elements

A major step forward in the development of discrim-
ination diagrams was the rapid and accurate analysis
of trace elements in silicate materials. This work was
initially carried out by X-ray fluorescence analysis
and is now also the purview of mass spectrometry
(ICP-MS), which allows the measurement of trace
elements at ppm to sub-ppm levels. Of particular
importance are the trace elements thought to be
immobile under most forms of hydrothermal activity
(Section 4.2.2.1), for these can also be used with
altered and metamorphosed rocks. High field
strength elements such as Ti, Zr, Y, Nb, V and
P are relatively immobile in aqueous fluids (unless
there are high activities of Fˉ) and are stable during
hydrothermal alteration, sea-floor weathering and up
to medium metamorphic grades (mid-amphibolite
facies). However, elements generally considered to
be more mobile in a fluid can also be used provided
the samples are fresh. For example, Sr is often among
the top-ranked elements for discriminating tectonic
environments (Vermeesch, 2006a).

5.1.4 Using Discrimination Diagrams

Discrimination diagrams should be used to suggest a
possible tectonic affiliation which forms a basis for
further hypothesis testing. They do not constitute
proof of a tectonic setting. In particular, it is import-
ant to remember that discrimination diagrams are:

1. A statistical representation
2. Intended to be used with a suite of samples (rather

than just a few analyses)

3. Constructed with analyses from modern tectonic
settings; this means that the further back in time
we go, the less likely the discriminant will reflect
reality. For example, using a discrimination dia-
gram constructed from modern volcanic rocks to
postulate an Archaean tectonic setting after
>2.5 Ga years of crustal recycling is likely to pro-
duce equivocal results.

We now review discrimination diagrams relevant to
igneous and sedimentary rocks. In the case of dia-
grams that use immobile elements, these may also be
applied to their metamorphosed equivalents. These
diagrams are grouped into three types: binary, ternary
and discriminant function (DF) binary. All DF binary
diagrams are the product of linear discriminant
analysis unless otherwise stated. In Table 5.1 each
diagram is ranked within its geochemical compos-
itional group (basic, intermediate, acid, sedimentary)
and evaluated according to the percentage of data
misclassified as listed in the error column of Table 5.1.
Factors to be considered when evaluating the effi-

cacy of a discrimination diagram include the
following:

1. The number of trial data and test data used
2. The degree of overlap between the proposed

fields
3. The effects of element mobility
4. The range of tectonic environments represented.

The diagrams presented here have been generated and
tested using hundreds to thousands of analyses from
known tectonic settings. The success of the classifica-
tion scheme and the degree of overlap between fields
are directly correlated. Some of the older diagrams
have been assessed for their statistical performance in
relation to the issues raised in Section 5.1.2, and some
are now known to significantly (60–100%) misclassify
samples (Vermeesch, 2006a; Verma, 2010). Many dia-
grams have yet to be evaluated statistically, but given
that of those evaluated up to 30% do not perform well
(Table 5.1), we may expect a similar performance for
those diagrams not yet evaluated (marked as ‘uneval-
uated’ in Table 5.1). Those diagrams which signifi-
cantly misclassify or have not yet been statistically
assessed are not considered further here. Our discus-
sion is restricted to only those diagrams with better
than 30% misclassification (or �70% successful classi-
fication) and these diagrams are shaded in Table 5.1.
The 30% cut-off is somewhat arbitrary and others
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Table 5.1 A summary of tectonic discrimination diagrams

Classification Plot
typea

Error (%)b Reference(s) Commentsc

Basic volcanic rocks

NbN–ThN Binary <6% Saccani (2015) Good for MORB-OIB array
and arc array

Ti/Y–Zr/Y Binary <11d Pearce and Gale (1977) Good for plate margin and
within-plate, excluding
E-MORB

Ti/1000–V Binary 18e Shervais (1982) Good for OI, okay for
MOR, marginal for IA

Zr–Ti Binary 19e Pearce and Cann (1973) Good for OIB, IAB

Nb/Y–Ti/Y Binary <29d Pearce (1982) Only good for within-plate
Zr–Zr/Y Binary >34d Pearce and Norry (1979)
Y–Cr Binary unevaluated Pearce (1982)
Ce/Sr–Cr Binary unevaluated Pearce (1982)
Y/Nb–TiO2 Binary unevaluated Floyd and Winchester (1975)
Zr–P2O5 Binary unevaluated Winchester and Floyd (1976)

Zr/(P2O5 � 10,000)–Nb/Y Binary unevaluated Winchester and Floyd (1976)

Zr/(P2O5 � 10,000)–TiO2 Binary unevaluated Winchester and Floyd (1976)

Ta/Yb–(K2O/Yb � 0.001) Binary unevaluated Pearce (1982)

H2O–K2O Binary unevaluated Muenow et al. (1990)

Sc/Ni–La/Yb Binary unevaluated Bailey (1981)

Na/100–25Nb–Sr Ternary <5e (QDA) Vermeesch (2006a) Good for OI, IAB, but not
good for MORB

Si/1000–Ti/40–Sr Ternary 6e Vermeesch (2006a) Good for OI, MOR, IA

100Eu–500Lu–Sr Ternary 7e Vermeesch (2006a) Good for OI, MOR, IA

V–Ti/50–5Sc Ternary 10e Vermeesch (2006a) Good for OIB, IAB

50Sm–Ti/50–V Ternary 10e (QDA) Vermeesch (2006a) Immobile elements, good
for altered rocks

Th–Hf/3–Ta Ternary 20e Wood (1980) Poor for IA (large spread in
composition)

La/10–Y/15–Nb/8 Ternary �29d Cabanis and Lecolle (1989) Only good for arc (island
and back arc) and N-MORB

Zr/4–2Nb–Y Ternary 38e Meschede (1986)

Zr–Ti/100–3Y Ternary 36e Pearce and Cann (1973)

Zr–Ti/100–Sr/2 Ternary unevaluated Pearce and Cann (1973)

MgO–FeO–Al2O3 Ternary unevaluated Pearce et al. (1977)

10MnO–TiO2–10P2O5 Ternary unevaluated Mullen (1983)

Major elements (-Fe) DF 7e Pearce (1976); Vermeesch (2006a) Good for oceanic basalts
TiO2–Zr–Y–Sr DF 8e Butler and Woronow (1986);

Vermeesch (2006a)
Good for oceanic basalts

TiO2, Nb, V, Y, Zr DF <10 Verma and Agrawal (2011) Good for CR, IA, MOR, OI

All (except Si) DF <24 Verma et al. (2016) Good for high Mg rocks

Intermediate volcanic rocks
Y–Sr/Y Binary unevaluated Defant and Drummond (1990) Arc, adakites
Yb–La/Yb Binary unevaluated Defant and Drummond (1990) Arc, adakites
Major elements DF �29 Verma and Verma (2013)
TiO2, MgO, P2O5, Nb, Ni, V,
Y, Zr

DF <30 Verma and Verma (2013)

Trace elements DF <44 Verma and Verma (2013) Immobiles, good for altered
rocks
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Table 5.1 (cont.)

Classification Plot
typea

Error (%)b Reference(s) Commentsc

Acid plutonic rocks

Yb–Ta Binary 22–25f Pearce at al. (1984) ~22% VAG, ~26% WPG,
~72% syn-Col

Y– Nb Binary 26–31f Pearce at al. (1984) ~31% VAG þ syn-Col,
~26% VAG þ syn-Col,
~29% CR

(Yb þ Ta)–Rb Binary unevaluated Pearce at al. (1984)
(Y þ Nb)–Rb Binary unevaluated Pearce at al. (1984)

Hf–Rb/10–3Ta Ternary unevaluated Harris et al. (1986)
Hf–Rb/30–3Ta Ternary unevaluated Harris et al. (1987)

Major elements DF �15f Verma et al. (2012) Good for IA, CA, CR, COL

Sedimentary rocks
SiO2–log (K2O/Na2O) Binary 31g Roser and Korsch (1986) Good for IA, lacks CA
Th–La Binary �70g Bhatia and Crook (1986) Cannot distinguish between

ACM and PM
(Fe2O3

T þ MgO)–K2O/Na2O Binary >70g Bhatia (1984) Cannot distinguish between
ACM and PM

(Fe2O3
T þ MgO)–TiO2 Binary >75g Bhatia (1983) Cannot distinguish between

ACM and PM
(Fe2O3

T þ MgO)–Al2O3/
SiO2

Binary >65g Bhatia (1983) Cannot distinguish between
ACM and PM

(Fe2O3
T þ MgO)–Al2O3/

(CaO þ Na2O)
Binary >70g Bhatia (1983) Cannot distinguish between

ACM and PM
Sc/Cr–La/Y Binary unevaluated Bhatia and Crook (1986) Cannot distinguish between

ACM and PM
La/Sc–Ti/Zr Binary unevaluated Bhatia and Crook (1986) Cannot distinguish between

ACM and PM

Th–La–Sc Ternary >95g Bhatia and Crook (1986) Cannot distinguish between
ACM and PM

Co–Zr/10–Th Ternary unevaluated Bhatia and Crook (1986) Cannot distinguish between
ACM and PM

Sc–Th–Zr/10 Ternary unevaluated Bhatia and Crook (1986) Cannot distinguish between
ACM and PM

Major elements DF �25% Verma and Armstrong-Altrin (2013) For arc, rift and collisional
settings

Major elements DF >90g Bhatia (1983) Cannot distinguish between
ACM and PM

aDF = discriminant function binary plot.
bRe-substitution error (%) of trial dataset using linear discriminant analysis unless otherwise indicated (QDA, quadratic discriminant
analysis;PCA, principal component analysis).
cACM, active continental margin; CA, continental arc; Col, collisional; CR, continental rift; IA, island arc; MOR, mid-ocean ridge; OI,
ocean island; OIA, oceanic island arc; ORG, ocean ridge granite; PM, passive margin; syn-Col, syn-collisional granite; VAG, volcanic
arc granite; WPG, within-plate granite.
dVerma (2010).
eVermeesch (2006a).
fVerma et al. (2012).
gVerma and Armstrong-Altrin (2013).
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might set a more restrictive limit, but we regard dia-
grams with >30% misclassification as unreliable.
Discriminant function diagrams (marked DF in
Table 5.1) can be employed by using the DF axis
equations, which are given in Appendix 5.1. Note,
however, that for all diagrams the input data must be
processed in the same way as the trial/test data used to
generate the original figure in order for the results to be
meaningful.
Overall, immobile trace elements provide greater

classification success than major elements when using
the same number of elements, and binary or discrim-
inant function binary diagrams generally yield greater
classification success than ternary diagrams. An issue
for all diagrams is the difficulty in discriminating
between samples from island arcs and from continen-
tal arcs. This is in part due to the large compositional
variation which results from the effects of crystal
fractionation in arc-related rocks. A further difficulty
is distinguishing between the different ‘within plate’
settings, for there are compositional similarities
between volcanic rocks found in continental rift and
ocean island environments, particularly in the more
evolved compositions.
A final point to note is that some discrimination

diagrams are designed to be used in a particular
sequence. This is particularly true for those associ-
ated with DF analysis. Typically, in order to show
all environments, the first diagram presents some
combined fields. Once analyses in the combined
field are categorised, subsequent diagrams can then
be used to refine their tectonic settings. This allows
the user to discriminate between sample sets which
show some overlap in the first diagram and to sep-
arate them in subsequent diagrams into discrete
tectonic settings, as is the case for volcanic rocks
formed within arcs and those erupted in within-
plate settings. Examples of the sequential approach
to discrimination diagrams are given in Sections
5.2.14 and 5.3.

5.2 Elemental Discrimination Diagrams
for Ultramafic and Mafic Volcanic Rocks

Robust statistical discrimination diagrams for mafic
volcanic rocks use major or trace elements and
include all three diagram types: binary, ternary
and discriminant function (Section 5.1.4). These
diagrams are presented in rank order for each of
the diagram types in Table 5.1 and ranked

according to the smallest percentage of data mis-
classified. The strength(s) and weakness(es) of
each diagram are highlighted in the comments
column of Table 5.1.
It is important to note that before using a discrim-

ination diagram the geochemistry of the individual
samples must be carefully evaluated and samples
with anomalous compositions identified. For
example, samples with a high cumulus plagioclase
content will have reduced absolute concentrations
of Ti and Zr because of the dilution effect of abun-
dant plagioclase. Similarly, rocks containing large
amounts of cumulus Ti-bearing phases such as tita-
nomagnetite or clinopyroxene will also give
biased results.

5.2.1 Nb/Y–Ti/Y, NbN–ThN, and Ce, Dy,
Yb Diagrams

Pearce (1982) used a log–log version of the Nb/Y–Ti/
Y binary diagram to distinguish between within plate
basalts (Ti/Y > 400) and plate margin basalts (Ti/Y
< 400). He suggested that the higher Ti/Y ratios in
within-plate basalts reflect an enriched mantle source
relative to the sources of MORB and volcanic-arc
basalts. However, subsequent studies have shown
that there are some limitations to the use of this plot
as a discrimination diagram. Verma (2010) demon-
strated that although the diagram is statistically
robust for identifying within-plate basalts (71% suc-
cess), there is significant overlap between basalts
from arc and MORB environments and so it is of
limited use for samples from these environments.
A further problem is that of the potential spurious
correlations which can result from the use of a
common denominator in binary diagrams (Section
2.6), a feature that was confirmed for the Th/Yb
versus Nb/Yb diagram of Pearce (2008) by Saccani
(2015). Using a trial dataset of >2000 analyses from
known tectonic settings, Saccani (2015) documented
up to 31% misclassification for this diagram, particu-
larly for samples of E-MORB, P-MORB and
alkali basalt.
Pearce (2008) demonstrated the utility of the Th-Nb

proxy for identifying a crustal component in basalts,
most probably introduced via subduction fluids, and
thereby discriminating between subduction-related
and non-subduction oceanic settings. In this case
Saccani (2015) avoided the problem of spurious self-
correlation by normalizing Nb and Th to the N-
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MORB values of Sun and McDonough (1989). Using
a test dataset of 565 analyses, he was able to verify a
high level of distinction (>94%) between the MORB–
OIB and the volcanic arc arrays (Figure 5.1a) and
interpreted these within a plate tectonic framework
(Figure 5.1b). To better distinguish basalts within
the MORB–OIB array, Saccani (2015) was also able
to successfully (>99%) discriminate between island
arc tholeiites and boninites using a DyN–YbN dia-
gram (Figure 5.1c) and between normal (N-) MORB
(99%) and garnet influenced (G-) MORB (96%) on the
binary diagram CeN/YbN versus DyN/YbN
(Figure 5.1d). In the latter two diagrams samples are
normalized to the chondrite values of Sun and
McDonough (1989).

5.2.2 Ti/Y–Zr/Y

The Ti/Y–Zr/Y binary diagram of Pearce and Gale
(1977) discriminates between basalts from within-
plate settings (continental rift and ocean island set-
tings) and those from plate margins (island arc, con-
tinental arc and N-MORB settings) (Figure 5.2a). It
utilises the enrichment in Ti (ppm) and Zr (ppm) in
the source of within-plate basalts to distinguish them
from plate margin basalts. Verma (2010) validated the
continued use of this diagram with a data set of almost
4000 analyses (including some from E-MORB set-
tings), which were processed using the statistical
methods described in Section 5.1.4. He demonstrated
that, when the E-MORB data are excluded, <11% of
the data are misclassified. We conclude that this dia-
gram is robust apart from its application to E-MORB
samples which can be misclassified as within-plate
basalts >40% of the time.

5.2.3 Ti/1000–V

A Ti–V discrimination diagram was first proposed by
Shervais (1982). Major element (Ti) wt.% data is
converted to ppm. The logic behind the diagram is
that although Ti and V are adjacent members of the
first transition series of the periodic table, they
behave in different ways in silicate systems. The
principal reason for this is that in silicate magmas
V can exist in more than one oxidation state (V3+,
V4+ or V5+) and yet Ti exists only as Ti4+. The redox-
sensitive nature of V means that mineral–melt parti-
tion coefficients in minerals such as orthopyroxene,
clinopyroxene and magnetite may vary over several

orders of magnitude as a function of oxygen activity
(see Section 4.2.1.3). For this reason, variations in
the concentration of V relative to Ti in mafic melts
reflect the oxygen activity of the magma and also any
crystal fractionation processes which have taken
place. These parameters can be linked to the environ-
ment of eruption and form the basis of this discrimin-
ation diagram. An added feature of the diagram is it
that can be used with altered mafic compositions, for
Ti and V are immobile during hydrothermal
alteration and also at intermediate to high grades of
metamorphism.
Vermeesch (2006a) used a training data set of

756 analyses, with SiO2 contents between 45 and
53 wt.%, from known tectonic settings and pro-
cessed the data using the statistical method out-
lined in Section 5.1.4 to create a new Ti/1000
(ppm) versus V diagram. The new diagram is a
modification of the original diagram of Shervais
(1982), and the boundaries between the fields of
island arc, ocean island and mid-ocean ridge basalts
have been adjusted in the light of the new data set.
The resulting diagram (Figure 5.2b) successfully
classified 100% of the ocean island analyses, 74%
of the mid-ocean ridge analyses and 70% of the
island arc basalts in the test data set (n ¼ 182).
The marginal performance of island arc samples
likely reflects their wide compositional variation.

5.2.4 Zr–Ti

The original Zr–Ti binary discrimination diagram of
Pearce and Cann (1973) was used for basalts with a
limited compositional range (20 wt.% > CaOþMgO
> 12 wt.%). It also excluded alkali basalts, which
were identified on the basis of their low Y/Nb ratios.
The statistical reassessment of this diagram by
Vermeesch (2006a) resulted in significant modifica-
tions. The original boundaries are no longer viable as
there was no separation between tholeiitic and calc-
alkaline basalts on the basis of their zirconium con-
tent. For this reason, the new diagram distinguishes
only between island arc, ocean island, and mid-ocean
ridge environments (Figure 5.2c) and correctly clas-
sifies most ocean island (94%) and island arc (77%)
basalts of the test data. However, the classification of
mid-ocean ridge basalts is poor (only 64% correctly
classified), probably reflecting their natural variation
from ‘normal’ to ‘enriched’ compositions along mid-
ocean ridges.
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Figure 5.1 Binary classification of ophiolite-related basalts (after Saccani, 2015; with permission of Elsevier). In
panels (a) and (b) the elements are normalized to the N-MORB compositions of Sun and McDonough (1989).
(a) Solid line separates basalts influenced by subduction components. Central shaded area ¼ BABB field with
overlaps to IAT þ BON, CAB, and the MORB–OIB array. Note progressive overlap in the MORB–OIB array
from N-+ G-MORB to AB. (b) Segregation of convergent (white) and divergent (grey) tectonic settings. Within
the grey field, the direction of increasing OIB component is shown by the arrow. Solid line in convergent settings
separates intra-oceanic from other arc-related settings. Dashed line separates forearc and intra-arc
environments from nascent forearcs. Note two types of BABB: one with subduction or crustal components
(Back arc A, immature intra-oceanic or ensialic back arcs) and one lacking subduction or crustal components
(Back arc B, mature intra-oceanic back arcs). Boundary coordinates in panels (a) and (b) are (0.01, 0.1), (0.01,
20), (0.5, 0.01), (0.306, 0.708), (2.2, 8.0), (100, 1000). In panels (c) and (d) the elements are normalized to the
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Boundary coordinates (9.5, 0; 7, 25). (d) N-MORB and G-MORB may be separated with CeN/YbN versus DyN/
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boninite; CAB, continental arc basalt; D-MORB, depleted MORB; E-MORB, enriched MORB; G-MORB,
garnet MORB; IAT, island arc tholeiite; MORB, mid-ocean ridge basalt; MTB, medium-Ti basalt; N-MORB,
normal MORB; OCTZ, ocean–continent transition zone; OIB, ocean island basalt; P-MORB, plume MORB;
SSZ, supra-subduction zone.
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5.2.5 Na/100–25Nb–Sr

The Na/100–25Nb–Sr triangular diagram shown in
Figure 5.3a was created using robust statistical
methods based on quadratic discriminant function
analysis and the back-projection of the results onto
triangular space (Vermeesch, 2006a). Major element
(Na) wt.% data is converted to ppm. It successfully
classifies all the IAB and OIB samples in the test
dataset (n ¼ 182), but is less able to correctly define
MORB samples (only 58% successfully classified).
The poor performance of MORB samples is probably
due to Na mobility associated with seawater alter-
ation, emphasizing the need for fresh samples.

5.2.6 Si/1000–Ti/40–Sr

The Si/1000–Ti/40–Sr triangular diagram
(Figure 5.3b) was also generated through linear dis-
criminant function analysis (Vermeesch, 2006a) and is
a very successful discrimination diagram for basalts
from oceanic environments (MORB, OIB and IAB).
Major element (Si, Ti) wt.% data are converted to
ppm. Using a test data set of 182 samples,
Vermeesch (2006a) found that the diagram success-
fully classified 74% of the IAB samples, 98% of
MORBs and all of the OIB samples.

5.2.7 100Eu–500Lu–Sr

The 100Eu–500Lu–Sr triangular diagram is based
upon the differences in the REE concentrations of
enriched and depleted mantle sources and can be
applied to MORB, OIB and IAB. Using a test dataset
of 182, Vermeesch (2006a) found that this diagram
misclassifies only 24% of island arc basalt analyses
(IAB) and that it correctly classifies all mid-ocean
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Figure 5.2 Binary classification diagrams for mafic
volcanic rocks. Numbers in parentheses represent the
percentage of the empirical test data set successfully
classified. (a) Ti/Y versus Zr/Y (Pearce and Gale,
1977). This diagram only provides a robust statistical
distinction between within-plate (rift and ocean
island) and plate margin (island arc and back-arc)
basalts and excludes enriched mid-ocean ridge
(E-MORB) compositions (Verma, 2010). Boundary
coordinates: (513, 0) and (313, 7.5). (b) Ti/1000 versus
V (Shervais, 1982) with the redefined boundaries of
Vermeesch (2006a; with permission from

Figure 5.2 (cont.) John Wiley & Sons). This diagram
provides a robust statistical recognition of island arc,
mid-ocean ridge and ocean island basalts. The curved
boundaries of this diagram should be accurately
traced or scanned. (c) Zr versus Ti (Pearce and Cann,
1973) with the redefined boundaries of Vermeesch
(2006a; with permission from John Wiley & Sons).
This diagram provides the robust statistical
recognition of island arc and ocean island basalts, but
is less reliable for MORB. The curved boundaries
should be accurately traced or scanned. IAB, island
arc basalt; MORB, mid-ocean ridge basalt; OIB,
ocean island basalt.
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ridge basalts (MORB) and ocean island basalts (OIB)
(Figure 5.3c). Given that Sr is mobile during alter-
ation and metamorphic processes, the diagram is most
applicable to pristine, unaltered basalts.

5.2.8 V–Ti/50–5Sc

Vermeesch (2006a) found that the immobile, incom-
patible elements V, Ti and Sc (all as ppm) are
effective in distinguishing between oceanic environ-
ments when back-projected into triangular space
and plotted on a V–Ti/50–5Sc diagram
(Figure 5.4a). Using a test data set of 182 samples
the diagram was found to work well for OIB and
IAB settings (100% success), but is less effective for
MORB environments, in which only 67% were
classified correctly.

5.2.9 50Sm–Ti/50–V

The 50Sm–Ti/50–V triangular diagram (Figure 5.4b)
is based on the quadratic discriminant function
analysis of immobile elements in basalts
(Vermeesch, 2006a). Major element (Ti) wt.% data
is converted to ppm. The classification is robust and
the diagram misclassifies only 10% of the trial data.
It is also successful with a test data set of 182 samples
and correctly classifies OIB (100%), MORB (88%)
and IAB (92%) and so is recommended for
oceanic compositions.

5.2.10 Th–Hf/3–Ta

The Th–Hf/3–Ta triangular diagram (Figure 5.4c)
was originally proposed by Wood (1980) and sub-
sequently recalculated by Vermeesch (2006a). New
non-linear boundaries were determined by
Vermeesch (2006a) on the basis of a robust statis-
tical analysis and the back-conversion of the data
to triangular space. The new version of the dia-
gram successfully classifies IAB (>74%) and OIB
(100%) samples. There were no MORB analyses
with the elements Th, Hf, Ta in the test data set,
although the field was well defined by the
trial data.

5.2.11 La/10–Y/15–Nb/8

The La/10–Y/15–Nb/8 triangular diagram
(Figure 5.4d) for the classification of basalts was
devised by Cabanis and Lecolle (1989) and more
recently recalculated by Verma (2010) using a more
robust statistical approach. This diagram is only
reliable for island arc and back-arc (IAB)
samples (<24% misclassification) and for N-
MORB samples (<29% misclassification). Samples
from the other tectonic environments shown in this
diagram have high percentages of misclassification.
Continental rift basalts (CRB) are 42% misclassi-
fied, OIB 58% and E-MORB 55%, and so this dia-
gram should not be used for samples from these
environments.
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Figure 5.3 Ternary classification diagrams for mafic volcanic rocks. Numbers in parentheses represent the
percentage of the empirical test data set successfully classified. Curved boundaries should be scanned.
(a) Na/100–25Nb–Sr provides robust statistical classification of IAB and OIB. (b) Si/1000–Ti/40–Sr provides
robust statistical classification of IAB, OIB and MORB. (c) 100Eu–500Lu–Sr provides robust statistical
classification of IAB, OIB and MORB from oceanic environments. (All three panels are from Vermeesch,
2006a; with permission from John Wiley & Sons)

166 Using Geochemical Data to Identify Tectonic Environments



5.2.12 Major Elements

The first attempt to classify basalts from different
oceanic environments using the discriminant function
(DF) analysis of major element compositions was
carried out by Pearce (1976). However, this work
pre-dated our ability to overcome the statistical
‘closure’ problem of major element data (Section
2.2.2.1). For this reason, Vermeesch (2006a)
reassessed the major element compositions of basalts
using robust statistical techniques and DF analysis,
and showed that it is possible to distinguish between
arc, ocean-island and ocean ridge basalts. The

resulting diagram is highly successful with only 7%
misclassification (Figure 5.5a). The discriminant func-
tions are based upon the oxides SiO2, Al2O3, TiO2,
CaO, MgO, MnO, K2O and Na2O (note that FeO is
excluded) and the definition of the DF axes is given in
Appendix 5.1. Again, however, we note that while
multi-element DF axes may be excellent for taxonomy
and classification, they say little to illuminate
petrogenetic processes.
Verma et al. (2016) proposed a DF binary diagram

based upon their major element compositions to clas-
sify high-Mg rocks following the IUGS nomenclature
of Le Bas (2000). The diagram was developed with a
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Figure 5.4 Ternary classification diagrams for mafic volcanic rocks. Numbers in parentheses represent the
percentage of the empirical test data set successfully classified. The curved boundaries of this diagram need to be
accurately traced or scanned. (a) V–Ti/50–5Sc (Vermeesch, 2006a; with permission from John Wiley & Sons)
provides a robust statistical classification of IAB and OIB. (b) 50Sm–Ti/50–V (Vermeesch, 2006a; with
permission from John Wiley & Sons) provides a robust statistical classification of IAB, OIB and MORB
tectonic settings. (c) Th–Hf/3–Ta (Wood, 1980 with refined boundaries of Vermeesch, 2006a) provides a robust
statistical classification of IAB and OIB; there were no MORB analyses with these elements in the test data set,
but the field is well defined by the trial data. (d) La/10–Y/15–Nb/8 (Cabanis and Lecolle, 1989) provides a robust
statistical classification for only IAB (island arc and back arc) tectonic settings (Verma, 2010). CRB (continental
rift basalts), OIB þ MORB (ocean island basalts and mid-ocean ridge basalts) are significantly misclassified.
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trial data set of over 900 high-Mg samples analyses, is
statistically robust (<24% misclassification) and suc-
cessfully classifies komatiites, meimechites, picrites
and boninites.

5.2.13 TiO2, Zr, Y, Sr

The TiO2–Zr–Y–Sr DF binary diagram (Figure 5.5b)
was originally generated by Butler and Woronow
(1986) using principal component analysis. More
recently, it was statistically reassessed by
Vermeesch (2006a) using the log-ratio transform-
ation approach. This new diagram successfully clas-
sifies basalts from MORB, IAB and OIB oceanic
settings with <8% misclassification, although the
reader should be aware that Sr has the potential to
be mobile and so the diagram is best applied to
unaltered volcanic rocks. See Appendix 5.1 for the
definition of the DF axes.

5.2.14 TiO2, Nb, V, Y, Zr

The TiO2–Nb–V–Y–Zr DF binary diagrams
(Figure 5.6) exploit the variation between incompatible
elements in ophiolitic ultramafic and mafic rocks from
different tectonic settings. TiO2 is as wt.% while the
other elements are in ppm. Refining the work of Pearce
and Norry (1979), Verma and Agrawal (2011)

statistically evaluated the chemistry of ophiolitic ultra-
mafic and mafic rocks from four distinct settings (con-
tinental rift, ocean island, island arc and mid-ocean
ridges) with a high degree of success (<10% misclassi-
fication). These diagrams are intended to be used in
sequence, with the first identifying those analyses likely
to be associated with the combined continental rift and
ocean island field (Figure 5.6a). Once identified, these
analyses are plotted on the remaining DF diagrams
(Figure 5.6b–d) to minimize misclassification and
better to define their most likely tectonic association.
See Appendix 5.1 for the definition of the DF axes.

5.3 Elemental Discrimination Diagrams
for Intermediate Volcanic Rocks

There are only a few discrimination diagrams which
may be used with volcanic rocks of intermediate
composition. Verma and Verma (2013) present three
suites of statistically rigorous DF binary diagrams
which use the following:

1. Eleven major elements (including Fe as Fe2O3

and FeO)
2. The immobile trace elements La, Ce, Sm, Nb, Th,

Y, Yb, Zr
3. A combination of immobile major and trace elem-

ents (TiO2, MgO, P2O5, Nb, Ni, V, Y, Zr).
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Figure 5.5 Discriminant function binary diagrams for oceanic basalts. (a) Major element oxides (without FeO)
(after Pearce, 1976, and reassessed by Vermeesch, 2006a). The overall misclassification of trial data is only 7%.
Boundary coordinates: central point (�12.23, �1.37), IAB–OIB (�12, 4), OIB–MORB (�8, �6.45), MORB–
IAB (�18, �6.6). (b) TiO2–Zr–Y–Sr (after Butler and Woronow, 1986, and reassessed by Vermeesch, 2006a).
The overall misclassification of trial data is only 8%. Boundary coordinates: central point (12.17,�12.23), IAB–
OIB (15.9, �10.93), OIB–MORB (11.85, �16), MORB–IAB (5.02, �6.28). IAB, island arc basalt; MORB,
mid-ocean ridge basalt; OIB, ocean island basalt. See Appendix 5.1 for discriminant function equations.
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These diagrams may be used to distinguish those
intermediate volcanic rocks which formed in island
arc (IA), continental arc (CA), collisional (COL),
and within-plate (combining continental rift [CR]
and oceanic island [OI]) settings (Figure 5.7) and
may be applied to the following rock compositions:
basaltic andesite, andesite, basaltic trachyandesite,
trachyandesite, tephriphonolite, phonolite and
boninite. The DF analysis was based on >3600
analyses for the major element diagrams, on
>1500 analyses for the immobile trace element dia-
grams and on >1800 analyses for the combined
major and trace element diagrams. All of the ana-
lyses used outlier-free data sets from known tectonic
settings.
The ‘success rate’ of each diagram is summarised

in Table 5.2, and it can be seen that each of the
element groups have particular strengths for identi-
fying particular tectonic settings. The major
elements provide a satisfactory indication of tec-
tonic setting for intermediate rock compositions
(Figure 5.7). However, if trace element chemistry
is also available, the most confident indication for
collisional settings is achieved by combining immo-
bile major and immobile trace elements (91% suc-
cess). Arc settings are best indicated by the
immobile trace elements (island arc, 90% success;
continental arc, 96%).
These discrimination diagrams (Figure 5.7) are

intended to be used sequentially. In each case the first
panel (a) successfully segregates within plate (CR þ
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Figure 5.6 Discriminant function binary diagrams
using Nb, V, Zr and TiO2 for ophiolitic ultramafic
and mafic rocks (after Verma and Agrawal, 2011).
Numbers in parentheses are the classification success
rates of the empirical test data set. (a) Combines all
four settings into three fields, then the other diagrams
are used to improve/refine the classification.
(b) Most useful for identifying island arc samples.

Figure 5.6 (cont.) (c) Most useful for identifying
continental rift samples. (d) Most useful for
identifying ocean island and mid-ocean ridge settings.
Boundary coordinates in: (a) central point (0.63849,
0.87812) connects with CR+OI–IA (0.02820, 8.0),
IA–MOR (8.0, �4.5532) and MOR–CR+OI
(�3.2318, �8.0); (b) central point (0.883172,
�0.667465) connects with IA–CR (2.27820, 8.0), CR–

IA (�8.0, 1.66740) and OI–IA (1.87600, �8.0); in
(c) central point (�0.016496, 0.972583) connects with
IA–CR (�0.43580, 8.0), IA–MOR (8.0,-5.79920) and
CR–MOR (�4.19440, �8.0); (d) central point
(�0.322489, 1.040295) connects with IA–OI
(�0.81840, 8.0), IA–MOR (8.0, �4.365) and OI–
MOR (�3.721, �8.0). CR, continental rift;, IA, island
arc; MOR, mid-ocean ridge; OI, ocean island. See
Appendix 5.1 for discriminant function equations.
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Figure 5.7 Major element discriminant function binary diagrams for intermediate rocks (after Verma and Verma,
2013). Numbers in parentheses represent the percentages of successfully classified test data. All diagrams combine
five tectonic settings into three fields (a panels) and use subsequent diagrams (b–d) to separate the two arc
environments. Major elements: (a) Initial groupings. Central point (�0.67554, 0.27663), CR þ OI–COL (�8.0,
4.73569), COL–IA þ CA (8.0, 5.53331), IA þ CA–CR þ OI (0.42744, �8.0). (b) Shows the separation of CA
from IA. Central point (�0.63205, 0.08764), CR þ OI–CA (�2.73408, 8.0), CA–IA (8.0, 0.76690), IA–CR þ OI
(�1.50230, �8.0). (c) Most useful for identifying continental arc rocks. Central point (�0.44102, 0.17933),
CR þ OI–COL (�8.0, 4.24657), COL–IA (8.0, 6.27226), IA–CR þ OI (0.66776, �8.0). (d) Most useful for
identifying continental rift, island arc and collisional settings. Central point (�0.033967,�0.10997), CRþOI–CA
(�3.42497, 8.0), CA–COL (8.0, �0.16286), COL–CR þ OI (�4.17272, �8.0). Immobile trace elements: (a) Initial
groupings. Central point (0.64148, 0.34301), IA þ CA–COL (�6.91145, 8.0), COL–CR þ OI (8.0, 3.04640),
CR þ OI–IA þ CA (�0.69292, �8.0). (b) Shows the separation of CA and IA. Central point (0.58959, 0.68699),
CA–IA (�8.0, �5.45793), IA–CR þ OI (0.87619, 8.0), CR þ OI–CA (3.67939, �8.0). (c) Most useful for
identifying IA and COL. Central point (0.37157, �0.26385), IA–CR þ OI (�0.87235, 8.0), CR þ OI–COL (8.0,
�2.82217), COL–IA (�6.10890, �8.0). (d) Most useful for identifying CA. Central point (�0.15459, 0.29462),
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OI) and collisional (COL) settings from arc (IA þ
CA) settings. The remaining panels (b–d) are used to
better differentiate between the different arc settings
and minimize misclassification. In Figure 5.7 we pre-
sent only four of the five original diagrams by Verma
and Verma (2013) (shown shaded in Table 5.2)
because these have the highest probability of success-
ful classification. See Appendix 5.1 for the DF
axes equations.

5.4 Elemental Discrimination Diagrams
for Acid Plutonic Rocks

The first systematic study in which granite geo-
chemistry was related to tectonic setting was by
Pearce et al. (1984). In this study the term ‘granite’
was defined very loosely as ‘any plutonic rock con-
taining more than 5 per cent of modal quartz’.
Using suite of 600 selected granites, the authors
determined that the elements Y, Yb, Rb, Ba, K,
Nb, Ta, Ce, Sm, Zr and Hf most effectively dis-
criminated between ocean ridge (ORG), volcanic-
arc (VAG), within-plate (WPG) and syn-collisional
(S-COLG) granite types. Verma et al. (2012)
reassessed these data using modern statistical
methods and concluded that ORGs cannot be
classified using this approach (although the
number of ORG samples in the original data set
was very low, n ¼ 5).

5.4.1 The Yb–Ta and Y–Nb
Discrimination Diagrams

In their reassessment of trace element-based discrim-
ination diagrams for granites, Verma et al. (2012)
argued that the Yb–Ta and Y–Nb binary diagrams
originally proposed by Pearce et al. (1984) have
limited functionality. However, if ORG samples can
be excluded from the data set on the basis of their field

setting, then these diagrams can be used to distinguish
between WPG, VAG and S-COLG. For example, the
Yb–Ta diagram successfully differentiates between
WPG (no misclassification), VAG (11% misclassifica-
tion), and S-COLG (~25% misclassification)
(Figure 5.8a), and the Y–Nb diagram successfully
separates WPG (~18% misclassification) from the
combined field of VAG þ S-COLG (~4% misclassifi-
cation) (Figure 5.8b).

5.4.2 Major Element Diagrams

A series of DF binary diagrams (Figure 5.9) based
upon granite major element chemistry was pro-
posed by Verma et al. (2012). The DF diagrams
were generated using robust statistical methods
(see Section 5.1.2) and based upon a trial data set
of >1000 outlier-free analyses, all with SiO2 > 63
wt.% and from known tectonic settings. The test
data set contained 100 analyses. This suite of dia-
grams distinguishes between granitoids from island
arc (IA), continental arc (CA), continental rift
(CR), and continental collisional (COL) settings.
As usual for DF analysis, the first diagram presents
all the data, in this case by combining the two arc
settings (IA þ CA). The subsequent diagrams are
then used to better segregate the two arc settings
and minimize misclassification (generally better
than 16%). Here we have selected the three most
successful diagrams of the original five diagrams
presented by Verma et al. (2012). The DF equations
include all the major element oxides and are given
in Appendix 5.1.

5.4.3 Some Words of Caution

There are a number of pitfalls that may be encoun-
tered when using discrimination diagrams with gran-
itic lithologies. These are identified below.

Figure 5.7 (cont.) CA–COL (�8.0, 5.41425), COL–CR þ OI (8.0, 4.74335), CR þ OI–CA (�0.10284, �8.0).
Immobile majors þ trace elements: (a) Initial groupings. Central point (�0.82858, 0.29965), CR þ OI–IA þ CA
(0.92190, 8.0), IA þ CA–COL (6.39297,�8.0), COL–CRþ OI (�8.0, �4.20284). (b) Provides an initial separation
of IA and CA. Central point (�0.95018, 0.45941), CR þ OI–IA (�1.24490, 8.0), IA–CA (8.0, �3.76290), CA–CR
þ OI (�3.41007, �8.0). (c) Most useful for identifying IA. Central point (0.62149, 0.34939), IA–CR þ
OI (�0.87616, 8.0), CRþ OI–COL (8.0,�4.51524), COL–IA (�6.61289,�8.0). (d) Most useful for identifying CA
and COL. Central point (�0.028516, 0.35743), CA–CR þ OI (�1.16430, 8.0), CR þ OI–COL (8.0, �3.84452,
COL–CA (�7.33632, �8.0). CA, continental arc; CR, continental rift; COL, collisional; IA, island arc; OI, oceanic
island. See Appendix 5.1 for discriminant function equations.
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Figure 5.8 Trace element binary diagrams for granites (modified from Pearce et al., 1984). Numbers in
parentheses represent the percentages of successfully classified test data (Verma et al., 2013). (a) Yb/Ta
successfully distinguishes between VAG, S-COLG and WPG. Boundary coordinates: VAG–S-COLG
(0.1, 0.35; 3, 2); S-COLG–WPG (0.1, 100; 3, 2), VAG–WPG (3, 2; 5, 1); WPG–empty (5, 1; 100, 7),
empty–VAG (5, 0.05; 5, 1). (b) Y/Nb successfully separates VAG + S-COLG fromWPG. Central point (50, 10),
VAG + S-COLG–WPG (1, 2000), WPG–empty (1000, 100), empty–VAG + S-COLG (40, 1). S-COLG,
syn-collisional; VAG, volcanic-arc; WPG, within-plate.

Table 5.2 Summary of discriminant function success for intermediate volcanic rock compositions shown
in Figure 5.7a

Tectonic setting A b B b C b D b E b

Major elements
IA, island arc 90% + 79% 71% 69% 89% –

CA, continental arc 73% 69% – 80%
COL, collisional 87% – 86% 87% 86%
CR, continental rift 72% + 96% 77% + 94% – 75% + 95% 72% + 96%
OI, oceanic island

Immobile trace elements
IA, island arc 91% + 90% 76% 73% 90% –

CA, continental arc 66% 65% – 96%
COL, collisional 81% – 84% 85% 81%
CR, continental rift 74% + 100% 81% + 100% – 75% + 100% 74% + 94%
OI, oceanic island

Immobile majors + traces
IA, island arc 86% + 89% 70% 63% 86% –

CA, continental arc 82% 76% – 95%
COL, collisional 90% – 93% 90% 91%
CR, continental rift 73% + 100% 79% + 100% – 74% + 99% 73% + 99%
OI, oceanic island

aPercentage successful classification for each tectonic setting (after Verma and Verma, 2013). Arc environments (IA + CA) are
combined in ‘a’; in all diagrams ‘rift’ settings (CR + OI) are indistinguishable and combined. Highest percentages in bold.
bRefers to original five figure panels of Verma and Verma (2013).
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1. Increasingly, it is becoming clear that the chemical
composition of granitic rocks does not always rep-
resent the composition of a simple melt but is
instead a mix of crystals and melt (Collins et al.,
2020). For this reason, discrimination diagrams for
granitic rocks should be used with great care.

2. Granitic melt compositions are often modified by
the effects of crystal fractionation and, late in their
crystallisation, by their interaction with hydrother-
mal fluids. This will influence those discrimination
diagrams which are based upon major element
chemistry such as the DF diagrams of Verma
et al. (2012).

3. Finally, it is necessary to repeat the words of cau-
tion given earlier about the general use of discrim-
inant function diagrams. DF diagrams can work
quite well if their principal purpose is to classify
rocks and assign rock suites to their former tectonic
setting. Nevertheless, the discriminant functions
themselves are petrologically opaque and are
unable to help us evaluate geochemical processes.

5.5 Discrimination Diagrams
for Clastic Sediments

Sedimentary basins form through the extensional,
compressional or transcurrent motion of the Earth’s
tectonic plates. A large number of different types of
basin are associated with each of these settings and are
summarised in Box 5.2. Sediment may inherit a geo-
chemical signature from its tectonic environment in
two separate ways. First, different tectonic environ-
ments may have distinctive provenance characteristics
which can be transposed into the sedimentary record.
Second, some tectonic environments may be charac-
terised by distinctive sedimentary processes. In both
cases the geochemical signature is most likely to be
seen in immature sediments which contain lithic frag-
ments and so directly reflect the composition of their
source. From this information the provenance may be
identified and from the provenance the tectonic setting
may often be inferred.
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Figure 5.9 Major element discriminant function binary
diagrams for acid rocks from island arc, continental arc,
continental rift and syn-collisional tectonic settings
(after Verma et al., 2012). ‘Acid rocks’ are those with
>63 wt.% SiO2 (anhydrous, Fe oxidation state of
Middlemost, 1989). Numbers in parentheses represent
the classification success rates of the empirical training
data. (a) The initial groupings. Central point (�0.52237,
0.105108), CR–IA þ CA (3.0914, 8.00), IA þ
CA–COL (6.5177,�8.00), COL–CR (�8.00,�1.6511).
(b) This figure effectively identifies CA. Central point
(0.41929, �0.66705), CA–CR (4.1608, 8.00),

Figure 5.9 (cont.) CR–IA (1.0939, �8.00), IA–CA
(�8.00, 4.7147). (c) This panel effectively separates CR,
AI and COL. Central point (0.20518, �0.01689), CR–

IA (4.7956, 8.00), IA–COL (2.1584, �8.00), COL–CR
(�8.00, 1.61186). See Appendix 5.1 for discriminant
function equations.
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Since the 1980s, when many of the discrimination
diagrams for clastic sediments were first developed, it
has become apparent that there are a number of
factors which can distort the geochemical signature
of sediments such that it will not reflect the true tec-
tonic setting of deposition. These factors include the
heterogeneities which are associated with the initial
source region, the weathering of the source rocks, the
differences in mineral size/shape/density created
through physical sorting and the mineralogical alter-
ation that takes place during hydrological transport
and diagenesis.
Some early studies claimed to successfully define the

tectonic setting of a sedimentary basin using geochem-
ical data from clastic sediments (e.g., Bhatia, 1983;
Roser and Korsch, 1986), although the more recent
reassessment of these diagrams using robust statistical
techniques has found that the majority (>70%) are
now known to be unable to discriminate between
active and passive margin settings (Table 5.1).
Consequently, the sediment which most faithfully
records its original tectonic setting via its geochemis-
try must be locally derived, proximal to its source and

juvenile in character, and even then the results must be
critically evaluated. Sediment that has been recycled
or derived from mixed sources is not easily inter-
preted, although Totten et al. (2000) outline some
approaches that may be used to extract information
about provenance and tectonic setting from more
mature sediments. There are also some instances when
DF analysis may successfully distinguish between
clastic sediments formed in arc, rift and collisional
tectonic settings (Section 5.5.1).

5.5.1 A Discrimination Diagram
for Sand-Sized Clastic Sediment

The DF binary diagram of Verma and Armstrong-
Altrin (2013) (Figure 5.10) discriminates between arc,
rift and collisional settings in sand-sized clastic sedi-
ment (Table 5.1). The diagram is based on ten major
element oxides (SiO2, Al2O3, CaO, Na2O, K2O, P2O5,
TiO2, MnO, MgO, FeOT) and its effectiveness is opti-
mised when clastic sediments are divided into high-
silica (SiO2 ¼ 63–95 wt.%) and low-silica (SiO2 ¼
35–63 wt.%) groups. The field boundaries were deter-
mined using a trial dataset of>2200 analyses; the DFs
are given in Appendix 5.1. Both diagrams successfully
differentiate between arc settings in which there is
active volcanism, extensional rift settings and sedi-
ments formed in a collisional, compressional setting
(<25% misclassification). These authors also demon-
strate that the chemical changes caused by
weathering, recycling and diagenesis are unlikely to
significantly affect the results of major element
DF analysis.

5.5.2 Discrimination Diagrams
for Fine-Grained Clastic Sediment

The use of shale or mudstone chemistry to determine
tectonic setting is based on the assumption that fine-
grained rocks efficiently homogenise source materials
and therefore can be used to determine the tectonic
setting in which the rock was deposited (Condie et al.,
1991). Fine-grained sediment chemistry is often nor-
malized to the composition of the upper continental
crust (UCC; Rudnick and Gao, 2014) or to various
shale composites such as the North American shale
composite (NASC; McLennan, 1989) or the post-
Archaean Australian shale (PAAS; Pourmand et al.,
2012) (see Section 4.3.2.4 and Table 4.8) in order to
illustrate the degree to which the composition of the

Box 5.2 Sedimentary basins (after Ingersoll, 2011)
...............................................................................................................................................................................................................................................................................

Divergent plate motion
Continental rift
Oceanic rift on a ridge
Proto-oceanic rift
Cratonic (intracontinental) basins
Rift-sag (failed rift) basins
Passive margin basins
Active oceanic (abyssal) basins

Convergent plate motion
Oceanic islands, aseismic ridges, plateaus
Oceanic trench
Fore-arc basins
Back-arc basins
Intramontaine/intra-arc basins
Pro-(peripheral) foreland basins
Retro-foreland basins
Thrust sheet-top (piggyback) basins

Transcurrent plate motion
Transtensional (pull-apart) basins
Transpressive basins
Transrotational basins
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sediment is different from the average composition of
the continental crust.

A useful application of a NASC-normalised multi-
element diagram is given by Totten et al. (2000).
These workers compare normalized average compos-
itions for the Stanley shale from the Ouachita
Mountains to the normalized average values of pas-
sive and combined active and continental arc margins
of Floyd et al. (1991). They concluded that the Stanley
shale was derived from a mixed provenance which
included felsic and mafic sources. The values for the
normalized average values of passive and combined
active and continental arc margins are shown in
Figure 5.11. Average passive margin sediments are
characterised by negative anomalies for the elements
Sr, Ta and Nb and positive anomalies for the elements
U, Cs, Ti, Hf and Zr, whereas the average arc margin
sediments are characterised by negative Ta and Nb
anomalies and positive Ba, Cr, Ni, Ti and Sc.

5.5.3 Provenance Studies

The use of trace elements as indicators of provenance
in fine-grained sediments has been discussed by
Cullers et al. (1988), Condie and Wronkiewicz
(1990), McLennan and Taylor (1991) and Totten
et al. (2000). These authors have exploited the geo-
chemical differences between elements in fine-grained
sediments such as Th and La (indicative of a felsic

igneous source) and Sc and Cr (indicative of a mafic
source), and have used plots such as Th/Sc versus Sc
and Cr/Th versus Sc/Th as indicators of contrasting
felsic and mafic provenance in shales. Floyd et al.
(1989) quantified such mixing processes using the gen-
eral mixing equation of Langmuir et al. (1978)
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Figure 5.10 Major element discriminant function binary diagrams for classification of siliciclastic sediment from
arc, rift and syn-collisional tectonic settings (after Verma and Armstrong-Altrin, 2013). Numbers in parentheses
represent the classification success rates of the empirical test dataset. (a) High-silica sediment. Central point
(0.051, �0.220), Arc–Col (8, 7.090), Col– Rift (0.794, �8), Rift–Arc (�8, 4.153). (b) Low-silica sediment.
Central point (0.180, �0.178), Arc–Rift (�6.226, 8), Rift–Col (8, 2.822), Col–Arc (�1.629, �8). See Appendix
5.1 for discriminant function equations.
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discussed in Section 4.8.2.5, and Tang et al. (2016)
sought to identify the proportion of mafic components
in sediments using Ni/Co and Cr/Zn ratios. This work
was based upon the argument that Ni and Cr are more
compatible in early fractionating phases in mafic
rocks than are Co and Zn and that these elements
are normally insoluble during chemical weathering,
hence the ratios Ni/Co and Cr/Zn are a useful indica-
tor of the mafic contribution to fine-grained sedi-
ments. Their study also suggested that over Earth
history the mafic component in fine-grained sediments
has decreased with time. Totten et al. (2000) used Th/
Sc ratios to characterise mafic and felsic sources, as
illustrated in Figure 5.12. However, we recommend
that diagrams using common denominator ratio pairs
such as Th/Sc versus La/Sc should be used with care
because of the possible effects of spurious self-
correlation.

5.6 Tectonic Controls on Magmatic
and Sedimentary Geochemistry

The underlying tectonic controls on the chemistry of
magmatic and sedimentary rocks is an issue which is
much wider than that of discrimination diagrams (see

Condie, 2015; Li et al., 2015, for discussion), and is a
major focus of much of modern geochemistry. In
recent decades, our understanding of tectonic pro-
cesses and their influence on trace element and isotope
geochemistry has grown exponentially. Alongside this
we have also learned something of the inherent com-
plexity of both tectonic systems and of geochemical
processes. For this reason, a naive ‘cookbook’
approach to the identification of former tectonic
environments by means of geochemical fingerprinting
is unproductive, and likely to bypass the fundamental
processes which are operating in those environments.
Consider a few examples:

1. A basaltic melt which assimilates continental crust.
During transit through the crust, the basaltic melt
assimilates continental crustal material. In this
case, the geochemical signature of the basalt may
be predominantly inherited from the crustal source
and not reflect its tectonic setting.

2. Secular variation in Earth history. The compos-
ition of the mantle has likely changed with time
given the secular variation of the Earth’s tempera-
ture, the chemical differentiation of its mantle com-
position and the recycling of tectonic plates over
4.6 Ga. Clearly, this variation imposes limits on the
projection of modern geochemical signatures
through time.

3. The derivation of tectonic information from fine-
grained sediment. Fine-grained clastic sediments
are often far removed from their source(s) and
compositionally altered to clay, making it difficult
to extract meaningful information from them
regarding the tectonic setting from which they
were derived.

Given such complexities, it is important to progress
beyond simplistic classification in order to understand
the petrological processes involved in, and thereby the
petrogenetic links between, geochemistry and tectonic
setting. There are two other important factors that we
have sought to emphasise in this chapter. First, it is
necessary to perform a rigorous statistical evaluation
of any ternary, bivariate or multivariate diagram.
Only after trial testing with large data sets from
known settings and after dealing with the problems
of closure and spurious self-correlation should a tec-
tonic discrimination diagram be used by the geochem-
ical community. Even then, discrimination diagrams
should not be regarded as a proof; rather, they are a
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Figure 5.12 Immobile element discrimination diagram
for shales. The incompatible element Th is enriched in
silicic rocks, whereas the compatible element Sc is
enriched in mafic rocks. Thus Th/Sc near unity
suggests upper continental crustal derivation, whereas
Th/Sc near 0.6 suggests a dominant mafic component.
(After Totten et al. (2000); with permission from the
Geological Society of America)
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guide to a testable hypothesis which may be validated
through a more comprehensive geological and geo-
chemical evaluation. Second, in our view the primary
function of geochemical data is to reveal geochemical,
and thereby geological, processes. These in turn can

make apparent petrological processes which can
(sometimes) help to identify the tectonic environment
in which those processes have taken place. It is in this
spirit that we must approach the use of tectonic dis-
crimination diagrams.
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6 Using Radiogenic Isotope Data

6.1 Introduction

Radiogenic isotopes are used in geochemistry in two
principal ways: (i) to determine the age of rocks and
minerals and (ii) to identify geological processes and
sources. The former application is geochronology,
while the latter is known as isotope geology or isotope
geochemistry. There are some excellent texts which
deal with these disciplines (e.g., Rink and
Thompson, 2015; White, 2015; Reiners et al., 2018)
and the reader is referred to these for more detailed
treatments of the topics introduced here.
In the first part of this chapter the main principles

of geochronology are briefly described and the inter-
pretation of geochronological results reviewed. The
second half of the chapter describes the use of radio-
genic isotopes in petrogenesis, an exciting and rap-
idly evolving field. The use of radiogenic isotopes as
tracers of petrogenetic processes has allowed geo-
chemists to sample the deep interior of the Earth,
previously the sole domain of geophysicists. The
results of such studies have led to important geo-
chemical constraints on the nature of the continental
crust and the Earth’s mantle, which can be combined
with our physical knowledge of these domains to
help provide a unified chemical-physical model of
the deep Earth.

6.2 Radiogenic Isotopes in Geochronology

The foundations of modern geochronology were
laid at the turn of the century in the work of
Rutherford and Soddy (1903) on natural radio-
activity. They showed that the process of radio-
active decay is exponential and independent of
chemical or physical conditions. Thus, rates of
radioactive decay may be used for measuring geo-
logical time. The isotopic systems used in age cal-
culations are listed in Table 6.1 and Box 6.1. In
this section we discuss two of the most common
techniques used in geochronological calculations:
isochron diagrams and model age calculations.
This is followed by a discussion of the significance
of the calculated ages.

6.2.1 Isochron Calculations

An isochron diagram is a bivariate plot of measured
parent–daughter isotope ratios for a suite of cogenetic
samples or for a mineral suite from a single sample.
When the sample suite defines a linear array, this is
said to be an isochron, and the slope of the line is
proportional to the age of the sample suite. Consider,
for example, the Rb–Sr system where the total
number of 87Sr atoms in a rock which has been a
closed system for t years is given by the equation:

87Srm ¼ 87Sri þ87Rbm eλt � 1
� �

(6.1)

87Srm is the total number of atoms of 87Sr present
today, 87Sri is the number of atoms of 87Sr initially
present when the sample first formed, 87Rbm is the
number of atoms of 87Rb present (measured) today,
and λ (lambda) is the radioactive decay constant
(Table 6.1). The precise measurement of absolute
isotope concentrations is difficult, so instead isotope
ratios are normally determined. An isotope not
involved in the radioactive decay scheme is used
as the denominator. In the case of the Rb–Sr iso-
tope system this isotope is 86Sr and Eq. 6.1 is
rewritten as:

87Sr
86Sr

 !
m

¼
87Sr
86Sr

 !
i

þ
87Rb
86Sr

 !
m

eλt � 1
� �

(6.2)

The ratios (87Sr/86Sr)m and (87Rb/86Sr)m are measured
by mass spectrometry, leaving the initial ratio
(87Sr/86Sr)i and the age of the rock (t) as unknowns.
Since Eq. 6.2 is the equation of a straight line, the age
and intercept can be calculated from a plot of meas-
ured (87Sr/86Sr)m and (87Rb/86Sr)m for a suite of coge-
netic samples. This methodology is illustrated in
Figure 6.1. The age is calculated from the slope of
the line using the equation

t ¼ 1=λ ln slopeþ 1ð Þ (6.3)

where t is the age and λ is the decay constant. Time is
measured from the present and is expressed as either
Ma (106 years) or Ga (109 years). The intercept on the
(87Sr/86Sr) axis is equal to the initial ratio (87Sr/86Sr)i,
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a parameter of considerable petrogenetic importance
and discussed more fully later in this chapter.

Thus, an isochron calculation requires a suite of
cogenetic samples formed from the same parental
material – this may be a suite of whole rock samples
from a single pluton or a suite of different minerals
from a single sample. The isochron calculation
assumes that there has been no exchange of parent–
daughter isotopes other than through radioactive
decay. An example of a Sm–Nd isochron derived from
a suite of related volcanic rocks using the data in
Table 6.2 is shown in Figure 6.2.

6.2.1.1 Pb Isotope Isochrons

A Pb–Pb whole rock isochron is constructed by plot-
ting the isotope ratios 206Pb/204Pb on the x-axis and
207Pb/204Pb on the y-axis. However, the interpretation
of a linear array on this diagram is more complicated
than for the Rb–Sr system because 206Pb and 207Pb are
the products of separate radioactive decay schemes
with different rates of decay (Box 6.1). In this case the
isochron equation and must be solved iteratively (see
Harmer and Eglington, 1987); see Section 6.2.5.3.

6.2.1.2 Fitting an Isochron

A simple but approximate method to fit an isochron
is to draw a best-fit straight line by eye through the
plotted points. Provided a suitable scale is chosen,
both the slope of the line and the intercept can be
determined with reasonable accuracy and these may
be used to make preliminary estimates of the age
and initial ratio. Precise results are obtained from
statistical line-fitting procedures which estimate the
slope and intercept of the isochron. These normally
use a version of weighted least squares regression
(see Section 2.5) and standard equations can be
found in Excel, IsoplotR (Vermeesch, 2018b), and
other statistical packages.
An important aspect of isochron regression is the

realistic estimate of the uncertainty associated with
the age and initial ratios. A measure of the ‘goodness
of fit’ of an isochron is the mean squares of weighted
deviates (MSWD). This is a measure of the fit of the
line to the data within the limits of analytical error.
Ideally, an isochron should have a MSWD of � 1;
anything greater than this implies that the scatter in
the data points cannot be explained solely by

Table 6.1 Isotopic systems used in age calculations

Technique Decay scheme Decay constant λ (yr�1) Reference Isochron plot

x-axis y-axis

Rb–Sr 87Rb ! 87Sr þ β 1.42 � 10�11 1a 87Rb/86Sr 87Sr/86Sr

Sm–Nd 147Sm ! 143Nd þ He 6.54 � 10�12 2 147Sm/143Nd 143Nd/143Nd

Lu–Hf 176Lu ! 176Hf þ β 1.867 � 10�11 3b 176Lu/177Hf 176Hf/177Hf

Re–Osc 187Re ! 187Os þ β 1.666 � 10�11 4 187Re/188Os 187Os/188Os
187Re (ppb) 187Os (ppb)

K–Ar 40K ! 40Ar � β 0.581 � 10�10 1d 40K/36Ar 40Ar/36Ar
39Ar/36Ar 40Ar/36Ar

K–Cac 40K ! 40Ca þ β 4.962 � 10�10 1, 5 40K/42Ca 40Ca/42Ca

K total 5.543 � 10�10 1

La–Cec 138La ! 138Ce þ β 2.37 � 10�12 6 138La/136Ce 138Ce/136Ce

La–Bac 138La ! 138Ba � β 4.44 � 10�12 7 138La/137Ba 138Ba/137Ba

aOfficially accepted value today, but other values exist and may be in use (1.393� 10�11; Nebel et al., 2011). Older data use λ87Rb¼
1.39 �10�11 and can be recalculated for the modern decay constant using a correction factor (e.g., 1.39/1.42).
bOlder data use λ176Lu ¼ 1.94 � 10�12 (DePaolo, 1988) or 1.96 � 10�12 (Patchett and Tatsumoto, 1980).
cSpecialist techniques carried out in only a few laboratories.
dRevised by Renne et al. (2010) to 0.5755 � 10�10 and is also in use.
References: 1, Steiger and Jager (1977); 2, Lugmair and Marti (1978); 3, Söderlund et al. (2004); 4, Smoliar et al. (1996); 5, Marshall
and DePaolo (1982); 6, Tanimizu (2000); 7, Sato and Hirose (1981).
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experimental error. However, Brooks et al. (1972)
suggest that this value be restricted to isochrons
involving infinitely large numbers of samples,
whereas for more typical datasets higher values up
to ~2.5 may be acceptable.

6.2.1.3 Errorchrons

The origin of the scatter on an isochron is one of
the most important interpretive aspects of
geochronology. If the scatter results in a MSWD
of �2.5, it is deemed analytical. If the MSWD is
>2.5, it is geological. Brooks et al. (1972) proposed
the term ‘errorchron’ for the situation where a
straight line cannot be fit to a suite of samples
within the limits of analytical error. An errorchron
by definition implies that the scatter of the data is a
consequence of geological error and indicates that
one or more of the initial assumptions of the

Box 6.1 Constants used in U-Th-Pb isotope geochronology
...............................................................................................................................................................................................................................................................................

(a) Decay constants (Steiger and Jager, 1977)
238U » 206Pb 1.55125 � 10�10 yr�1 (λ1)
235U » 207Pb 9.8485 � 10�10 yr�1 (λ2)
232Th » 208Pb 4.9475 � 10�11 yr�1 (λ3)

(b) Isotope ratios of primeval lead (represented by
Canyon Diablo troilite of Tatsumoto et al.,
1973)
(206Pb/ 204Pb) ¼ 9.307
(207Pb/ 204Pb) ¼ 10.294
(208Pb/ 204Pb) ¼ 29.476

(c) Age of the Earth derived from the meteoritic
isochron (Tatsumoto et al., 1973; Tilton, 1973)
207Pb/ 204Pb versus 206Pb/ 204Pb yields an
isochron with a slope ¼ 0.626208 and an age
for the Earth of 4.57 Ga.

(d) Present day ratio 238U/ 235U ¼ 137.88
(e) Symbols used in U–Th–Pb isotope

geochemistry
μ ¼ 238U/204Pb, κ ¼ 232Th/238U

(f ) Ratios used for plotting the U–Pb
concordia curve

Age (Ga) 206Pb/238U 207Pb/235U

0.0 0.00000 0.00000
0.4 0.06402 0.48281
1.0 0.16780 1.67741
1.4 0.24256 2.97009
1.8 0.32210 4.88690
2.2 0.40674 7.72917
2.6 0.49679 11.94371
3.0 0.59261 18.19308
3.4 0.69456 27.45973
3.6 0.74796 33.65562
3.8 0.80304 41.20041
4.0 0.85986 50.38776
4.2 0.91846 61.57526
4.4 0.97892 75.19836
4.6 1.04128 91.78732
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Figure 6.1 Schematic isochron diagram. A suite of
igneous rocks (a–c) form at t ¼ 0 from the same batch
of magma which subsequently differentiated. They
evolve over 500 Ma and 1000 Ma. At t ¼ 0 each
member of the rock suite has the same initial ratio
(87Sr/86Sr)i but because the magma suite is chemically
differentiated, each rock has a different concentration
of Rb and Sr, and therefore a different 87Rb/86Sr ratio.
Each sample plots as a separate point on the 87Rb/86Sr
versus 87Sr/86Sr isochron diagram. From t ¼ 0 to
t ¼ 500 Ma or t ¼ 1000 Ma, individual samples evolve
along a straight line with a slope of �1 (e.g., a–a0–a0 0)
reflecting the decay of a single atom of 87Rb to a single
atom of 87Sr. In practise the resulting change in
87Sr/86Sr is small and the vertical scale is normally
exaggerated so the path taken by these points will be
closer to a vertical line. The amount of 87Sr produced
in a given sample is proportional to the amount of
87Rb present. The slope of each isochron (t ¼ 500 Ma,
t ¼ 1000 Ma) is proportional to the age of the sample
suite. The intercept on 87Sr/86Sr is the initial ratio.
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isochron has not been fulfilled, that is, that the
samples are not cogenetic or that there has been
subsequent parent–daughter isotopic exchange.

6.2.1.4 The Geochron

The geochron represents an isochron drawn at t ¼ 0
and uses the composition of the appropriate isotope
ratio at the time the Earth formed, that is, the
Earth’s primordial isotopic composition. In
principle, a geochron can be defined for any isotopic
system, although in practice it is most commonly
used in the interpretation of lead isotopes and is
used as a reference line in some lead isotope studies.
The lead isotope geochron (constructed as in
Section 6.2.1.1) is calculated using the initial values
for the Earth given in Box 6.1(b) for ages between
4.4 and 4.6 Ga. Its precise position is a function of
the presumed age of the Earth, and so although a
geochron represents a zero age isochron, the age of
the Earth used in its computation (say, 4.57 Ga)
must also be specified.

6.2.2 Model Ages

A model age is a measure of the length of time a
sample has been separated from the mantle from
which it was originally derived. Model ages are most
commonly quoted for the Sm–Nd and Lu–Hf systems
and can be calculated for an individual rock from a
single pair of parent–daughter isotopic ratios. They
must, however, be interpreted with care as the basis of
all model age calculations requires an assumption
about the isotopic composition of the mantle source
region from which the samples were originally derived
which may or may not be correct. There are two
frequently quoted models for such mantle reservoirs,
CHUR (the chondritic uniform reservoir) and
depleted mantle (DM).

6.2.2.1 CHUR Model Ages

The CHUR model (sometimes referred to as T-
CHUR) assumes that when the Earth was formed
at 4.6 Ga, the Earth’s primitive mantle had the same
isotopic composition as the average chondritic
meteorite. For neodymium isotopes CHUR is syn-
onymous with the composition of the bulk Earth.
A model age calculated relative to CHUR, there-
fore, is the time in the past at which the sample suite
separated from the CHUR mantle reservoir and
acquired a different Sm/Nd ratio. It is also the time

Table 6.2 Samarium–neodymium isotopic ratios,
lower ultramafic unit of the Onverwacht volcanics,
South Africaa

Sample Rock type 147Sm/144Ndb 143Nd/144Nd
(	 2σ error)

HSS-74 Sodic porphyry 0.1030 0.510487 	 36
HSS-161 Acid tuff 0.1054 0.510570 	 32
HSS-52B Felsic pillow lava 0.1653 0.511950 	 22
HSS-56 Basaltic lava 0.2040 0.512875 	 32
R-14 Basaltic komatiite 0.1888 0.512504 	 34
HSS-32 Basaltic komatiite 0.1649 0.511957 	 22
HSS-88A Peridotitic komatiite 0.1792 0.512292 	 34
HSS-92 Peridotitic komatiite 0.1858 0.512439 	 34
HSS-95 Peridotitic komatiite 0.1902 0.512541 	 28
HSS-523 Peridotitic komatiite 0.1701 0.512084 	 20

aHamilton et al. (1979b); data used to construct Figure 6.2.
b147Sm/144Nd determined to a precision of 0.2% at the 2σ level.
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Figure 6.2 A Sm–Nd isochron. An isochron plot of
147Sm/144Ndand 143Nd/144Nd for volcanic rocks from the
Onverwacht group, South Africa (after Hamilton et al.
(1979b)). The data are given in Table 6.2. Error bars for
143Nd/144Nd are 2σ (errors on 147Sm/144Nd are too small
to show). The slope of the best fit line is proportional to
the age or the suite (3.54	 0.03 G(a); the intercept of this
line on the 143Nd/144Nd axis where 147Sm/144Nd¼ 0 is the
initial 143Nd/144Nd ratio (0.50809	 0.00004). The εNd

value (þ1.16) is a measure of the difference between the
initial ratio and a chondritic model for the Earth’s mantle
at 3.54Ga expressed in parts per 10,000 (see Section 6.3.4
and Box 6.2). The positive value for εNd indicates that the
volcanic rocks were derived from a (slightly) depleted
mantle source at 3.54 Ga, although there are large errors
on this estimate.
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Figure 6.3 The calculation of Nd and Hf model ages.
(a) The evolution of 143Nd/144Nd over time for
sample 234 (Table 6.4) compared with two models
of the mantle: CHUR (the chondritic uniform
reservoir) and DM (the depleted mantle). A Nd
model age is the time at which the sample had the
same 143Nd/144Nd ratio as its mantle source. In this
case there are two possible solutions depending
upon the preferred mantle model. The TCHUR

model age is approximately 1.67 Ga and the TDM

model age is approximately 1.98 Ga. A similar
diagram can be constructed using the epsilon
notation (Section 6.3.4) in place of 143Nd/144Nd. (b)
The evolution of 176Hf/177Hf expressed in εHf units
(see Section 6.3.4) versus time. The Hf model age is
the time at which the sample had the same
176Hf/177Hf ratio as its depleted mantle source. In
this example the whole-rock 176Hf/177Hf measured
today (εHf ¼�15) is extrapolated back through time
until it intersects the model mantle composition of
interest, providing the model age (THf

CHUR ¼ 1.15
Ga; THf

DM ¼ 1.85 Ga). (c) The evolution of εHf

versus time and Hf-in-zircon model ages (modified
from Kemp and Hawkesworth, 2014; with
permission from Elsevier). Three different scenarios
are shown for a zircon crystallised from a melt at
500 Ma with an εHf ¼ �5. (i) The zircon crystallised
from a melt that was derived from older mafic crust
producing THf

DM ¼ 2.5 Ga; (ii) the melt was derived
from an older felsic continental crust producing
THf

DM ¼ 2.0 Ga; (iii) the melt was derived from a
mixture of juvenile mantle melt and melt extracted
from a heterogeneous Archean crust (dashed
arrow) – in this case the model age has no
significance. Also note the variation in depleted
mantle composition as recorded by MORB
(εHf ¼ þ8 to þ22) compared with the assumed DM
model composition. In the absence of other
constraints, all scenarios can generate significantly
different model ages.
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at which the sample had the same isotopic compos-
ition as CHUR. This is illustrated in Figure 6.3a in
which the present-day 143Nd/144Nd composition of
the sample is extrapolated back in time until it
intersects the CHUR evolution line and gives the
CHUR model age. The evolution curve for the
sample is constructed from the present-day values
for 147Sm/144Nd and 143Nd/144Nd for that sample
and at some time (t) in the past (143Nd/144Nd)t is
calculated from the equation

143Nd
144Nd

 !
sample

¼
143Nd
144Nd

 !
t

þ
147Sm
144Nd

 !
sample

eλt�1
� �

(6.4)

where λ is the decay constant, t is an arbitrarily
selected time in the past to construct the evolution
curve, and 147Sm/144Nd is the present-day ratio in
the sample. Alternatively, a CHUR model age is cal-
culated from the present-day 147Sm/144Nd and
143Nd/144Nd of a single sample using the equation

TNd
CHUR ¼ 1

λ
ln

143Nd=144Nd

� �
sample today

� 143Nd=144Nd

� �
CHUR today

147Sm=144Nd

� �
sample today

� 147Sm=144Nd

� �
CHUR today

þ1

2
4

3
5

(6.5)

where λ is the decay constant for 147Sm to 143Nd
(Table 6.1). Both the preferred and historical values
used to calculate CHUR are given in Table 6.3b.
Care must be taken in selecting which CHUR value
to use because different values have been reported in
the past and if data are to be compared, they need to be
normalized to the same CHUR values. Model ages are
also sensitive to the difference in Sm/Nd between the
sample and CHUR, and only fractionated samples
with Sm/Nd ratios which are sufficiently different from
the chondritic value will yield precise model ages.

Currently, there is some debate over whether the
Earth’s mantle had a chondritic or a supra-chondritic
(S-CHUR) composition. Caro and Bourdon (2010)
provide an overview of the arguments in favour of
S-CHUR and from studies of the short-lived Nd iso-
tope 142Nd argue that the non-chondritic 142Nd/144Nd
of the Earth implies a non-chondritic Sm/Nd for the
Earth. Their S-CHUR values are given in Table 6.3a,
and S-CHUR model ages can be determined in the
same way as TCHUR by simple substitution of
S-CHUR values for CHUR values. It should also be
noted, however, that the Earth’s mantle could have

had a chondritic Sm/Nd but that this compositional
component was sequestered at the base of mantle
early in Earth’s history – in which case the CHUR
model remains applicable.
The calculation of model ages for the Lu–Hf iso-

topic system uses the same principles as the Sm–Nd
system. The Lu–Hf system also involves relatively
insoluble, immobile and refractory elements (Lu,
Hf ), and therefore the Lu/Hf of Earth is also
expected to be similar to chondrite. The evolution
curve for a sample is constructed from the present-
day (measured) values of 176Lu/177Hf and
176Hf/177Hf for the sample, calculated at some
time (t) using the equation:

176Hf
177Hf

 !
sample

¼
176Hf
177Hf

 !
t

þ
176Lu
177Hf

 !
sample

eλt�1
� �

(6.6)

where λ is the decay constant for 176Lu to 176Hf, t is an
arbitrarily selected time in the past to construct the
evolution curve, and the subscript ‘sample’ denotes
the measured, present-day ratio of the sample. The
CHUR model age is calculated from the present-day
176Lu/177Hf and 176Hf/177Hf of a sample using the
equation:

Table 6.3a Mantle sources and preferred isotope
valuesa

DMb BSEb CHURc S-
CHURd

87Rb/86Sr 0.085 0.061
87Sr/86Sr 0.7026 0.7045 0.7047 0.7030

Rb (ppm) 600 430
147Sm/144Nd 0.1960 0.2082
143Nd/144Nd 0.51311 0.512634 0.512630 0.512990
176Lu/177Hf 0.0336 0.0375
176Hf/177Hf 0.28330 0.282843 0.282785 0.28313
187Re/188Os 0.40186
187Os/188Os 0.1276e

aTime ¼ today (0 Ga).
bAverage values of Salters and Stracke, 2004.
cBouvier et al. (2008).
dCaro and Bourdon (2010).
eWalker et al. (2002).
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CHUR today
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� �
sample today

� 176Lu=177Hf

� �
CHUR today

þ 1

2
64

3
75

(6.7)

where λ is the decay constant for 176Lu to 176Hf
(Table 6.1). This is illustrated in Figure 6.3b in which
the present-day 176Hf/177Hf composition of the sample
is extrapolated back in time until it intersects the
CHUR evolution line, providing the CHUR model
age. The values for CHUR are given in Table 6.1. In
Figure 6.3b the Hf isotope values are expressed in εHf

units – this is an alternative way of expressing an
isotope ratio relative to CHUR. The ε notation is
frequently applied to both Hf and Nd isotopes and is
discussed more fully in Section 6.3.4. As in the case of

Nd isotope model ages, when compiling data it is
necessary to check that all the data are normalized
to the same CHUR value.

6.2.2.2 Depleted Mantle Model Ages (TDM)

Studies of initial 143Nd/144Nd (often denoted with the
subscript i) from Precambrian terrains suggest that
the mantle which generated the continental crust has
evolved since earliest times with a Sm/Nd ratio
greater than that of CHUR. Consequently, model
ages for the continental crust are usually calculated
with reference to the depleted mantle (DM) reservoir
rather than CHUR. Depleted mantle model ages
are calculated by substituting the values for
(143Nd/144Nd)CHUR today with (143Nd/144Nd)DM today

Table 6.3b Other parameters used to calculate model ages and epsilon valuesa

Nd isotopes DePaolo; Wasserburgb O'Nions; Allegre; Hawkesworthb

Normalising factors
146Nd
142Nd

¼ 0.636151 [1], ¼ 0.63613 [2]
146Nd
142Nd

¼ 0.63223 [3]

150Nd
142Nd

¼ 0.2096 [1], ¼ 0.209627 [4]
146Nd
144Nd

¼ 0.7219 [3]

Chondritic Uniform Reservoir
143Nd
144NdCHUR4:6Ga

¼ 0.505829 [1] Sm/Nd ¼ 0.31 [5]
¼ 0.50677 ± 10 [6]

143Nd
144NdCHUR today

¼ 0.511847 [4], ¼ 0.511836 [7] ¼ 0.51262 [8]

147Sm
144NdCHUR, today

¼ 0.1967 [1] ¼ 0.1966 [9], ¼ 0.1967 [10],
¼ 0.19637-0.1968 [11]

Depleted mantle
143Nd
144NdDM,today

¼ 0.51235 [7], ¼ 0.512245 [12] ¼ 0.51315 [10], ¼ 0.51316 [9]

¼ 0.513114 [13], ¼ 0.51317-0.51330 [11]
147Sm
144NdDM,today

¼ 0.214 [7], ¼ 0.217 [14]
¼ 0.225 [15], ¼ 0.23 [12]

¼ 0.2137 [10], ¼ 0.222 [13],
¼ 0.233-0.251 [11]

International rock standard BCR-1
143Nd
144NdBCR−1

¼ 0.51184 [16] ¼ 0.512669 	 8 [17]

Basaltic achondrite best initial (BABI)

87Sr/86Sr(4.6 Ga) ¼ 0.6998 [18]

aAssuming λ ¼ 6.54 � 10�12 yr�1.
bReferences: [1] Jacobsen and Wasserburg (1980); [2] DePaolo (1981a); [3] O’Nions et al. (1977); [4]Wasserburg et al. (1981);
[5] O’Nions et al. (1979); [6] Lugmair et al. (1975); [7] McCulloch and Black (1984); [8] Hawkesworth and van Calsteren (1984);
[9] Goldstein et al. (1984); [10] Peucat et al. (1988); [11] Allegre et al. (1983); [12] McCulloch and Chappell (1982); [13] Michard et al.
(1985); [14] Taylor and McLennan (1985); [15] McCulloch et al. (1983); [16] DePaolo andWasserburg (1976); [17] Hooker et al. (1981);
[18] Hans et al. (2013).
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and (147Sm/144Nd)CHURtoday with (147Sm/144Nd)DMtoday

intoEq. 6.5. Similarly,Hf depletedmantlemodel ages are
calculated by substituting the appropriate DM values
into Eq. 6.7 such that (176Hf/177Hf )CHURtoday and
(176Lu/177Hf )CHURtoday become (176Hf/177Hf )DMtoday

and (176Lu/177Hf )DMtoday. The appropriate values are
given in Table 6.3 and a graphical solution of a TDM

model age calculation for both the Nd and Hf systems
(using the epsilon notation – see Section 6.3.4) is
illustrated Figure 6.3a, b.

6.2.2.3 Hf Depleted Mantle Model Ages Calculated
for Zircon

Hf model ages (or crustal residence ages; see Section
6.2.3.2) can also be calculated for the mineral zircon
and are used to trace crustal evolution – see, for
example, Kemp and Hawkesworth (2014) for an excel-
lent overview. Zircon has a very low Lu/Hf (<0.002)
and therefore a low in-growth of radiogenic 176Hf and
so preserves the near-initial 176Hf/177Hf inherited from
its source at the time it crystallised. For the simplest
scenario, that of an igneous zircon with a U–Pb crys-
tallisation age the same as its Hf model age, the U–Pb
age directly dates the time at which the host melt was
extracted from its (depleted) mantle reservoir. These
ages therefore reflect the timing of the formation of
new crust, although it is important to note that there
is some uncertainty over the 176Hf/177Hf of the depleted
mantle (Chauvel and Blichert-Toft, 2001).

However, in contrast to the simple scenario out-
lined above, many zircon U–Pb ages are significantly
younger than their THf

DM ages and may differ by
several hundred million years (Figure 6.3c). In this
case, the interpretation of Hf model ages can be much
more ambiguous. This uncertainty arises because
zircon sequesters Hf more strongly than Lu, and so
the Lu/Hf in zircon is not easily converted into Lu/Hf
of the parent magma. Further, as shown in the εHf

versus time plot in Figure 6.3c, the mixing between a
magma and a melt derived from source rocks contain-
ing zircons of different ages will provide a calculated
model age without geological significance. There is
also a range of possible DM growth curves which will
affect both Nd and Hf model ages. These are dis-
cussed more fully in Section 6.3.3.

6.2.2.4 Assumptions in the Calculation
of Model Ages

When calculating a model age it is important to
ensure that the assumptions on which the

calculation is based are fulfilled. The first major
assumption is that of the composition of the isotopic
reservoir which is being sampled, for this could be
S-CHUR, CHUR or DM. This is important
because there can be as much as 300 Ma difference
between TCHUR and TDM Nd model ages as illus-
trated in Figure 6.3a. A further concern is that there
are several different models for the depleted mantle
source. Three of these are illustrated in Figure 6.14b
below using the εNd notation (the deviation of the
isotopic composition from CHUR) and it is import-
ant therefore that the model being used for the
depleted mantle is specified. There are also a
number of different normalisation schemes in use
for the Nd isotope system. These are listed in
Table 6.3b. It is important therefore that when cal-
culating model ages or plotting data from different
sources the same set of normalising values is
used consistently.
A second major assumption used in model age

calculations is that the parent/daughter element ratio
of the sample has not been modified by fractionation
after its separation from the mantle source. A third
assumption is that all material is extracted from the
mantle was derived in a single event. Examples of Nd–
model age calculations using Eq. 6.5 for TNd

CHUR

and TNd
DM for a suite of metamorphic rocks from

central Australia are given in Table 6.4.

Table 6.4 Nd model ages calculated using CHUR and
DM for rocks from the Strangeways range, Central
Australiaa

Sample
no.

147Sm
144Nd

143Nd
144Nd

TNd
CHUR

(Ga)
TNd

DM

(Ga)

Mafic granulites

226 0.1853 0.511772 	 36 0.856 2.203
234 0.1251 0.511049 	 30 1.672 1.975
551 0.2134 0.512122 	 36 2.596 2.950
868 0.2046 0.512013 	 24 3.388 2.491

Quartzofeldspathic and calc-silicate rocks

501A 0.1248 0.511006 	 28 1.755 2.034
507 0.1310 0.511039 	 24 1.844 2.115
503 0.1248 0.510967 	 32 1.837 2.093
512 0.1150 0.510794 	 32 1.938 2.145

aData from Windrim and McCulloch (1986) using a whole-rock
isochron age ¼ 2.07 	 0.125 Ga. Nd isotopes normalized to
146Nd/142Nd ¼ 0.636151. NdDM values are (143Nd/144Nd)today
¼ 0.51235, (147Sm/144Nd)today ¼ 0.225. Calculations made using
Eq. 6.5.
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6.2.3 Important Concepts
in Geochronology

6.2.3.1 Closure Temperature (Tc)

One of the principal controls on the retention of a
radiogenic daughter product in a mineral is tempera-
ture, and so it is important to know the point at which
a rock or mineral becomes a closed system with
respect to retention of a particular daughter isotope.
This temperature is known as the closure or blocking
temperature (Tc) (Figure 6.4). The concept of closure
temperature was defined by Dodson (1973, 1979) as
‘the temperature of a system at the time of its apparent
age’. A more recent discussion of this topic in the
context of a wider discussion of thermochronology is
given by Reiners et al. (2018).
The Tc of a mineral depends on the thermally acti-

vated diffusion or annealing of radioisotopic daughter
products, which in turn is a complex function of com-
position, grain size, grain shape, activation energy,
cooling rate and whether or not a fluid is present to
facilitate diffusion. For this reason, different minerals
close at different temperatures and a single mineral
will have a different Tc for each isotopic system
(Table 6.5). It is unlikely, therefore, given the number
variables that control the Tc, that there is a specific Tc

for a given mineral associated with a particular iso-
topic system (Reiners, 2009; Cassata et al., 2011;
Cassata and Renne, 2013). Even so, the cooling rate
seems to exert the strongest influence on Tc, with a
higher cooling rate generally producing a higher Tc

(Figure 6.5). With this caveat in mind, Tc is most
commonly used to describe minerals, and the Tc meas-
ured in several different minerals from a single rock
may help to define the cooling history of that rock
(Figure 6.6).
A distinction must be made between closure tem-

perature and the resetting of an isotopic system. The
latter will take place in samples which have been
thermally overprinted and/or subject to fluid flow,
and normally it is the process of fluid interaction that
is more influential in resetting an isotopic system than
temperature alone. Choosing between closure tem-
perature (mainly controlled by volume diffusion) and
the resetting of an isochron (most commonly a func-
tion of fluid flow) to explain discordant isotopic ages
requires a consideration of the scale of isotopic hom-
ogenisation. For example, rocks which have been iso-
topically reset may yield a range of ages that vary
from the time of crust formation to the most recent

metamorphic event, and this may depend upon the
scale of sampling such that large samples may escape
isotopic re-homogenisation and preserve old ages,
whereas individual minerals may have recrystallised
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Figure 6.4 Closure (or blocking) temperature (after
Dodson, 1979). (a) The cooling curve as a function of
time. When a mineral is near its temperature of
crystallisation (1) the daughter isotope will diffuse out
of the mineral as fast as it is produced and cannot
accumulate. As cooling continues, the mineral enters a
transitional stage (between (1) and (2)) in which some
of the daughter isotope is lost and some is retained,
until finally at low temperatures the rate of escape is
negligible and the daughter isotope is retained (2).
(b) The accumulation curve of the concentration of
the daughter to parent isotope as a function of time.
The ‘age’ of the system (tB) is an extrapolation of the
accumulation curve to the time axis (blue dashed line).
The closure temperature (Tc) is the projection of this
point onto the cooling curve in (a) (dotted line).
Tc depends partly upon the cooling rate of the system
but is independent of the starting temperature if the
latter is sufficiently high. In a specific isotopic system,
fast cooling rates have a higher Tc, while lower
cooling rates have a lower Tc.
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and yield younger ages. In the following section we
shall look more closely at the meaning of the term
‘age’ in the light of the Tc concept and discuss the
different ways it has been used in both mineral and
whole-rock systems.

6.2.3.2 What Is an ‘Age’?

In geochronology we distinguish between a ‘date’ and
an ‘age’. The former is used to describe an analytical
result that has not yet been interpreted or given any
geochronological significance. The term ‘age’ is used
when applied to the results of an isochron calculation
or a model ‘age’ calculation on a whole rock or a
mineral sample once the geological significance of
the result has been evaluated. The meaning of the
term ‘age’ is always a matter of interpretation, for
there are a number of different processes that can
impart geological significance to a calculated ‘age’.
For this reason, the term ‘age’ is best used with an
additional qualifying term. These are discussed below.

(a) Crystallisation age. The crystallisation age of a
mineral or a rock records the time at which it
crystallised. In an igneous rock the crystallisation
age of a mineral records the magmatic age of the
rock. In the case of a metamorphic mineral, if the
temperature of crystallisation is lower than the
closure temperature, the instant the mineral forms
it records its age of crystallisation.

(b) Metamorphic age. A metamorphic age is the time
of peak metamorphism. This is different from
the cooling age, which is discussed below.
A metamorphic age depends upon the meta-
morphic grade. In low-grade metamorphic
systems the metamorphic maximum may be
determined from the blocking temperature of a
specific mineral. In the case of high-grade meta-
morphism, the time of the peak of metamorph-
ism can be inferred from the resetting of a

Table 6.5 Minerals, isotopic systems, and closure
temperaturesa

Mineral Reference Tc (
�C)

U–Th–Pb isotopic system
Monazite Cherniak et al. (2004) 1018
Zircon Cherniak and Watson

(2001)
974

Rutile Cherniak (2000) 624
Titanite Cherniak (1993) 645
Apatite Cherniak et al. (1991) 473

Lu–Hf isotopic system
Zircon Cherniak et al. (1997)b >900
Garnet Scherer et al. (2000) �GtNd

Sm–Nd isotopic system
Diopside Cherniak et al. (1997) >750
Titanite Cherniak et al. (1997) >700
Garnet Ganguly et al. (1998) 690
Apatite Cherniak et al. (1997) 400–1000

Rb–Sr isotopic system
Biotite Hammouda and Cherniak

(2000)
581

Muscovite Jenkin (1997) 521
Plagioclase Jenkin et al. (1995) 521
K-feldspar Cherniak and Watson

(1992)
396

40Ar/39Ar isotopic system
Hornblende
(magnesian)

Harrison (1981) 569

Phlogopite Giletti (1974) 459
Muscovite Robbins (1972) 393
Biotite Grove and Harrison (1996) 358
K-feldspar (low
sanidine)

Wartho et al. (1999) 357

K-feldspar
(orthoclase)

Foland (1994) 222

Maskelynite Weiss et al. (2002) 6

(U–Th)/He isotopic system
Magnetite Blackburn et al. (2007) 247
Titanite Reiners and Farley (1999) 212
Monazite Farley (2007) 200
Olivine Shuster and Farley (2005) 187
Zircon Reiners et al. (2004) 184
Xenotime Farley (2007) 176
Epidote Nicolescu and Reiners

(2005)
86

Apatite Farley (2000) 69
Goethite Shuster et al. (2005) 51
Quartz Shuster and Farley (2005) 48
Basaltic glass Kurz and Jenkins (1981) 24

Fission track
Zircon Rahn et al. (2004) 342
Apatite Ketcham et al. (1999) 115

Fission track, He
Apatite, 4He
103 nmol/g

Shuster et al. (2006) 109

Apatite, 4He
102 nmol/g

Shuster et al. (2006) 87

Apatite, 4He
10 nmol/g

Shuster et al. (2006) 69

Apatite, 4He
1 nmol/g

Shuster et al. (2006) 58

Apatite, 4He
10�1 nmol/g

Shuster et al. (2006) 53

aAfter Reiners (2009) with additions.
bDifferential diffusion between Lu and Hf in zircon.
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whole-rock system such as Rb–Sr or Pb–Pb or
the timing of new zircon growth (Figure 6.8).

(c) Cooling age. In a metamorphic rock the term
‘cooling age’ describes the time, after the main
peak of metamorphism, when for a given isotopic
system a mineral passes through its closure tem-
perature. In an igneous rock the cooling age is the
time after solidification of the melt that a mineral
passes through its closure temperature. A cooling
age therefore must be specified in terms of both
the isotopic system and the mineral (Figure 6.5).

(d) Crust formation age. A crust formation age repre-
sents the time at which new continental crust is
extracted from the mantle (O’Nions et al., 1983).
Normally, the genesis of new continental crust is
followed by deformation, metamorphism and
melting, and so it is not always possible to easily
determine the age of crust formation, only the
timing of the later metamorphism and/or
partial melting.
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Figure 6.5 The closure
temperature (Tc) of some
common minerals as a function of
cooling rate (after Reiners et al.,
2018; with permission from John
Wiley & Sons). Note that fast
cooling rates have higher Tc. The
isotopic system and mineral are
specified on the right-hand axis.
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Figure 6.6 The cooling history of the Glen Dessary
syenite, Scotland (after Van Breemen et al., 1979, and
Cliff, 1985). Mineral age is plotted against
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The combination of different minerals and isotopic
systems define a range of Tc and produce ‘cooling’
ages; these define the cooling history for the pluton
which can be expressed as �C/Ma.
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(e) Crustal residence age. The term ‘crustal residence
age’ applies to sediment derived from an area of
continental crust and reflects the age of that crust
(Figure 6.7). A Nd crustal residence age (Tcr) is
calculated from Eq. 6.5 by substituting appropri-
ate values for the depleted mantle DM (the ori-
ginal source of the continental crust) in place of
the values for CHUR. Some authors use the term
‘provenance age’ instead of crustal residence age,
although this should not be taken to signify a
specific event such as stratigraphic age, but rather
is the average crustal residence time of all the
components of the rock. Typically, the crustal
residence age of a sedimentary rock is older than
its stratigraphic age (Figure 6.7).

6.2.4 Whole-Rock versus Mineral Age?

Choosing between a whole-rock or mineral age deter-
mination depends on the nature of the investigation.
Useful age information may be extracted from whole
rock systems as follows:

• In rapidly cooled volcanic rocks, it is possible to
measure the time of crystallisation.

• In metamorphic rocks, whole-rock data can be used
to measure the time of peak metamorphism.

• In some instances, whole-rock model ages can be
used to determine the time of crust formation.

Isotopic measurements of minerals can be used in
mineral isochron calculations to determine individual
mineral ages or the cooling history of a rock (see
Section 6.2.3.1). Highly refractory minerals such as
zircon with a high Tc can provide magmatic crystal-
lization ages and sometimes even after multiple meta-
morphic events may preserve the time of crust
formation. Minerals preserved as inclusions within
refractory phases such as zircon, garnet or diamond
can be protected from later overprinting events and
may record the very early history or even the prehis-
tory of the parent rock (e.g., Delavault et al., 2016).

The advent of analytical tools which permit the in
situ, high spatial resolution measurement of isotope
ratios in individual mineral grains has revolutionised
geochronology (Compston, 1984; Košler et al., 2002).
Not only can multiple analyses be made on a single
crystal, helping to unravel the geological history of
complex mineral grains, but the low-sampling volume
associated with SIMS analysis permits multiple
methods to be applied to the same analytical domain.
For example, it is common to determine both the
U–Pb age and the Hf isotope model age from within
a single growth zone of a zircon crystal (Robinson
et al., 2019) or both the U–Pb age and the REE
chemical composition at the same analytical position
in a single grain of zircon or garnet (Whitehouse and
Platt, 2003).

6.2.5 Isotopic Systems Used
in Geochronology

The reader should refer to Table 6.1 for the details of
the radioactive decay schemes discussed in the
sections below.

6.2.5.1 The K–Ar and Ar–Ar Systems

Within the family of the longer-lived radiogenic iso-
tope systems used for dating geological events,
40K has one of the shortest half-lives. In addition,
potassium is abundant in crustal rocks, whereas the
concentration of the volatile noble gas Ar in the Earth
is low, and so the Earth has a high 40K/40Ar ratio. For
these reasons, the K–Ar system is the preferred
method for accurately dating young events in fresh
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Figure 6.7 Crustal residence age (Tcr) diagram.
Stratigraphic age is plotted against neodymium Tcr for
fine-grained clastic sediments from 4.0 Ga to the
present day (shaded region). The departure from the
1:1 line at about 2.5 Ga shows that Archaean
sediments contain a mainly juvenile component,
whereas Phanerozoic sediments contain an old crustal
component. (After Miller and O’Nions, 1985)
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igneous rocks and, because of the volatility of Ar,
measuring the time of reheating in igneous and meta-
morphic rocks. K–Ar ages are precise to about
30,000 years.
The 40Ar/39Ar method was developed from the

K–Ar method. 39Ar does not occur naturally but is
produced by irradiating a K-bearing sample with fast
neutrons to produce 39K (half-life of 269 years). The
amount of 39Ar produced is therefore a function of the
amount of 39K present in the sample. Since at any
point in the Earth’s history the 40K/39K ratio is con-
stant, the amount of 40K present in the sample can
also be calculated from the 39Ar measured. This forms
the basis of 40Ar/39Ar dating.
Argon isotopes are most commonly measured in K-

bearing minerals such as biotite, muscovite, K-
feldspar and hornblende. The Tc associated with these
minerals is in the ‘mid-temperature’ range (Tc ¼
200–550�C, Figure 6.5). At these temperatures, the
closure temperature is highly dependent on the length
scale of diffusion and the grain size and shape
(Cassata et al., 2011; Cassata and Renne, 2013).
This means that, depending on cooling rate, closure
temperatures can vary by as much as ~200�C
(Figure 6.5). Nonetheless, useful age data can be
obtained from both K–Ar and 40Ar/39Ar methods
and provide crystallization ages for rapidly cooled
rocks, cooling ages in slowly cooled rocks (Rose and
Koppers, 2019) and the time of diagenesis in sedi-
ments (Schomberg et al., 2019). Frequently, geo-
chronological data are collected using a step heating
method in which the cumulative 39Ar released is used
to produce an age spectrum. Modern laser ablation
systems allow micron-level spatial resolution of argon
isotope measurements, and the in situ measurement of
volcanic glass and minerals has been successfully
applied using ~100-μm analytical spots (Warren
et al., 2012).

6.2.5.2 The Rb–Sr System

The elements Rb and Sr are sufficiently abundant in
most crustal rocks (10–1000 ppm) for the Rb–Sr
method of geochronology to be useful in a wide range
of rock types and minerals. However, Rb and Sr are
also relatively mobile and the Rb–Sr isotopic system is
frequently disturbed by the influx of fluids or by later
thermal events. Consequently, Rb–Sr dating requires
pristine samples and is rarely useful for constraining
crust formation ages. Nevertheless, a Rb–Sr isochron
has meaning and can usually be attributed to an event

such as the time of metamorphism or recystallisation
in an igneous rock or the time of diagenesis in a
sedimentary rock.
The Rb–Sr method is often applied to the minerals

biotite, muscovite, plagioclase K-feldspar and apatite.
Ages can be calculated from a two-point isochron
method in which a mineral with a low concentration
of Rb such as plagioclase feldspar is used as a control
on the initial ratio of the rock. Alternatively, mineral
ages can be determined from single crystals or even
parts of single crystals associated with specific meta-
morphic fabrics (Cliff et al., 2017).

6.2.5.3 The U–Th–Pb/He System

The utility of the U–Th–Pb system lies in its independ-
ent and branching decay schemes and in the contrast-
ing geochemical properties of the elements involved.
U and Th are actinides, incompatible and refractory.
Under oxidizing conditions U exists as U6þ and can
be highly mobile. Pb is slightly less incompatible, is
chalcophile and exists in several oxidation states.
The focus here is on the Pb–Pb, 235U–207Pb and

238U–206Pb systems. U-series dating, which involves
the numerous intermediate to short-lived daughter
products within the U–Th–Pb system, is useful for
dating very young geological processes but is not
addressed here. Nor are the methods of the He fission
track system that is used to determine the timing of
low-temperature process associated with erosion. For
a thorough discussion of these systems, we refer the
interested reader to White (2015) and Reiners et al.
(2018).

Pb–Pb whole-rock and mineral isochrons can be
plotted for a wide range of rock types from granites
to basalts, and can also be used to determine the
depositional age of some sediments. The method
yields reliable ages in rocks with simple crystallisation
histories. However, the differences in U and Pb mobil-
ity and geochemical behaviour may complicate the
interpretation if the isotopes have been reset. Thus,
the Pb–Pb isochron method rarely provides crust for-
mation ages and is better used to determine the age of
metamorphism.
The combined use of the 206Pb/238U and

207Pb/235U systems allows an assessment of whether
the assumptions associated with Tc have been met.
This approach is commonly applied to mineral
samples such as zircon. When samples which have
had an undisturbed thermal history are plotted on a
206Pb/238U versus 207Pb/235U plot, they should lie on
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the ‘concordia’ curve (Figure 6.8). The concordia
curve is the theoretical curve along which a series of
238U and 235U ages over time are the same (Figure 6.8,
Box 6.1) and is calculated from the decay constants of
the two systems. Hence a U-, Th-, Pb-bearing mineral
population may define a linear array on a concordia
diagram with an upper and lower time intercept on
the concordia curve (Figure 6.8). The normal inter-
pretation of the linear array, known as the discordia,
is one of lead loss (or uranium gain) in which its upper
and lower intercepts with the concordia curve may
have petrological significance.

U and Th typically occur in zircon, monazite, rutile,
titanite, epidote and apatite and so are often used in
U–Th–Pb isotopic studies. Zircon in particular is a
highly refractory mineral and so is especially useful
since it can retain primary (crystallization) age infor-
mation despite being affected by secondary processes
(e.g., Reimink et al., 2016, and references therein).
Thus, magmatic zircons in felsic rocks may be used
to date the time of crystallisation from the upper

intercept of the discordia curve. In contrast, granitic
rocks which are melts of older crust may contain
inherited (xenocrystic) zircons and in this case the
lower intercept may represent the age of crystallisa-
tion, while the upper intercept may reflect the age of
the crustal source (Amelin et al., 2000). In sediments,
detrital zircons can reflect the age and composition of
the sediment source (Zhang et al., 2015), and in meta-
morphic rocks zircons are used to date the age of the
protolith and also the time of metamorphism
(Hoiland et al., 2018). The application of high spatial
resolution methods allows the dating of mineral
growth zones within a single zircon grain and identifi-
cation of the magmatic and, if applicable, the meta-
morphic chronology of the rock (Figure 6.8).

6.2.5.4 The Sm–Nd System

The REE elements Sm and Nd are incompatible and
therefore are more abundant in the crust than in the
mantle. They are less mobile than Rb, Sr, Th, U and
Pb and so may preserve ‘original’ isotopic signatures

10

0.6

0.4

Lead loss due to
granulite facies
metamorphism

Age of detrital
sourcezircon

concordia
curve

d

1

iscordia

d

2

is
co

rd
ia

0.2

15 205

new

o coreld zicon
with new rim

old rounded
zircon

old

new irregular
zircon

Lead loss at present day

207Pb/ U235

20
6 P

b/
U

23
8

1.1
Ga

3.2
Ga

Figure 6.8 U–Pb concordia diagram. 207Pb/235U and 206Pb/238U data from zircon grains from a granulite facies
metasediment from Sri Lanka (after Kroner et al., 1987). The concordia curve defines the theoretical evolution
through time of 206Pb/238U and 207Pb/235U ages that are equivalent (Box 6.1). It is curved because 235U and
238U have different half-lives. A discordia is a line fitted to data points that are not concordant (do not coincide
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morphologies of individual zircon grains and the locations analysed using a secondary ion mass spectrometer
(SIMS). Old zircon grains and the cores of composite grains define a linear array (discordia 1) with an upper
intercept at 3.2 Ga and a lower intercept at 1.1 Ga. The upper intercept is interpreted as the age of the source of
detrital zircon and the lower intercept as the time of granulite facies metamorphism. New zircon grains
(recognised on the basis of their irregular morphology) and new zircon overgrowth on composite grains define a
second linear array (discordia 2) with an upper intercept at 1.1 Ga (the time of granulite facies metamorphism)
and a lower intercept at the present day. The new zircon growth was interpreted to have occurred during the
granulite facies event.
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in rocks whose Rb–Sr and Pb isotopic chemistry has
been disturbed. The Sm–Nd isotope system is import-
ant in dating mafic rocks and meteorites where there is
sufficient Sm/Nd fractionation to allow the accurate
determination of an age and is one of the best methods
for obtaining crust formation ages from a whole-
rock analysis.
The chief limitations of the Sm–Nd method are

associated with its long half-life, which restricts its
application to older rocks, and the relatively small
variations in Sm/Nd found in most cogenetic rock
suites. For this reason, some workers have combined
different lithologies on an isochron diagram to obtain
a wider spread of Sm/Nd ratios, although this strategy
requires a clear demonstration of their cogeneticity;
otherwise, samples extracted from different sources
and with very different histories will generate a
questionable isochron.
Some accessory minerals such as apatite, monazite,

sphene or garnet fractionate the REE and are useful in
Sm–Ndmineral geochronology. Garnet is particularly
important in this regard, for it has a high Tc

(~500–700�C, Figure 6.5) and can be used to date
the peak of metamorphism. Garnet-bearing mineral
assemblages also offer the potential for precise Sm–

Nd mineral isochron ages because garnet has a high
Sm/Nd ratio which allows the slope of a mineral iso-
chron to be accurately determined with errors of only
5–10 Ma for Mesozoic ages (Zheng et al., 2002;
Lotout et al., 2020). Garnet ages are determined on
two-point isochrons between garnet and whole-rock
or one or more of the minerals plagioclase, pyroxene
and hornblende with less fractionated Sm/Nd.
Mineral isochrons which do not involve garnet are
also possible but generally define a smaller range in
Sm/Nd, although they may still yield ages with errors
of ~20 Ma.

6.2.5.5 The Lu–Hf System

The Lu–Hf system is similar to the Sm–Nd isotopic
system inasmuch as Lu is also a REE, but the half-life
of 176Lu is shorter than 147Sm (37 Ga versus 106 Ga).
This means that Lu/Hf and therefore 176Hf/177Hf in
rocks and minerals should have a greater range than is
seen by 143Nd/144Nd in the Sm–Nd system.
Theoretically, the Lu–Hf method should permit pre-
cise isochron age determinations for older rocks. In
practice, however, the lack of significant Lu/Hf frac-
tionation in most crustal rocks and in common rock-
forming minerals prevents this method from being

used to determine isochron ages. Instead, the main
applications are limited to those few specific minerals
which fractionate Lu/Hf, as will be discussed in
Section 6.3.1.2.
Lu is the heaviest of the REEs and it is especially

accommodated in those phases that prefer the HREE.
Garnet is an excellent example and most garnet
species strongly partition Lu relative to the lighter
REEs and Hf. In addition, Hf is chemically similar
to Zr and is therefore concentrated in the mineral
zircon. Although this is an advantage in simple igne-
ous systems and allows the application of Lu–Hf and
U–Pb dating methods to the same zircon grains, the
different diffusion rates of trivalent Lu and tetravalent
Hf cations means that interpreting the results for
metamorphic rocks is not always straightforward
(Bloch et al., 2020, and references therein).
An important application of the Lu–Hf method is

in the study of clastic sediments. These tend to con-
centrate the heavy minerals such as garnet and zircon
in which it is possible to apply multiple isotopic tech-
niques including U–Pb, O, and Lu–Hf isotopes, as
well as to analyse for trace elements and the REE.
This means that in both modern and ancient sedi-
mentary systems individual detrital mineral grains
can be used to obtain information about both their
source and the processes operating in the source
region (Hoiland et al., 2017). When sufficient grains
are analysed it is also possible to constrain their likely
tectonic setting (Cawood et al., 2012).

6.2.5.6 The Re–Os System

In contrast to the highly lithophile elements of the
Rb–Sr, Sm–Nd or Lu–Hf systems, the elements Re
and Os are highly siderophile elements (HSE) and so
are depleted in the silicate Earth and are present only
at the ppb to sub-ppb levels. Both Re and Os are HSE
elements, but Os is also a PGE and therefore is asso-
ciated with ultramafic rocks, sulphides and arsenides.
In mantle phases Re is moderately incompatible,
whereas Os is highly compatible. This results in
crustal rocks having elevated Re/Os ratios relative to
the mantle. As noted above, the overall concentra-
tions of Re and Os in the crust are low, but it is the
strong fractionation of Re/Os and their enrichment in
specific minerals that forms the basis of Re–Os
geochronology.
Because crustal materials have very low concentra-

tions of Re and Os, the application of the Re–Os
system is restricted to samples enriched in Re and with

192 Using Radiogenic Isotope Data



high Re/Os. Re is particularly concentrated in molyb-
denite, to a lesser extent in Cu sulphides, and in black
shales. This makes the Re–Os system useful in the
study of iron meteorites, ore deposits, ultramafic rocks
and hydrocarbons. Re–Os dating is based on the iso-
chron method and combines related samples or min-
erals on an isochron (Kendall et al., 2006; Day, 2016).
The method has also been used to date shales as young
as 150 Ma (Cohen et al., 1999), and model ages in
excess of 2 Ga have been calculated for Phanerozoic
ophiolitic rocks (Meibom et al., 2002).

The Re–Os system has also been used to date mantle
melt extraction events (Carlson, 2005). Os is compat-
ible during mantle melting, whereas Re is moderately
incompatible. Consequently, a melt residue will have
lower Re and higher Os than either the fertile mantle or
a mantle melt. This means that in residual peridotites
the Re–Os system is less sensitive to contamination by
migrating melts, thereby allowing whole rock mantle
xenoliths to return useful chronological information on
the timing of melt extraction.

6.2.5.7 Data Reduction Software Used
in Geochronology

There are two free software packages commonly used
for the reduction of geochronological data, Isoplot
(Ludwig, 2009) and IsoplotR (Vermeesch, 2018b).
Isoplot 4.15 (www.bgc.org/isoplot_etc/isoplot.html)
is a PC-based add-on for Excel, and will work with
some Mac Windows-enabling programs. Versions for
older operating systems are also available. IsoplotR
(www.ucl.ac.uk/~ucfbpve/isoplotr/) is a similar pro-
gram written in R and can be used on-line or off-line
with a computer that has R installed on it.

6.2.6 The Interpretation of Model Ages

A model age is an estimate of the time at which a
sample separated from its mantle source region, and
for igneous rocks and meta-igneous rocks this is a
good estimate of the time of crust formation.
However, as noted above in Section 6.2.2.4 a number
of assumptions have to be made when calculating a
model age.

In the case of Sr isotopes, none of these criteria is
usually fulfilled with any certainty for either igneous
rocks or sediments (Goldstein, 1988) and conse-
quently model ages are not usually calculated for the
Rb–Sr system. On the other hand, useful and mean-
ingful model ages can be calculated for Nd, Hf and Os

isotopes, although in each case the reference reservoir
(CHUR or DM) must be specified and in the case of
DM model ages the precise DM model evolution
curve must also be defined.
Model ages for granitoidsmay be used to estimate the

age of their source. In the case of mantle-derived gran-
ites, the model age gives the time that the basaltic pre-
cursor to the granite was extracted from themantle. This
is often close in time to the crystallisation age of the
granite. Granitoids which are derived by the melting of
older continental crust givemodel ages which are indica-
tive of the age of their crustal source, although this is
realistic onlywhen the parent/daughter element ratio has
not been disturbed by fractionation. Often granites are a
mixture of crustal and mantle sources. When this is the
case calculated model ages provide only a minimum age
(Arndt and Goldstein, 1987; Figure 6.9).
Model ages for clastic sedimentary rocks provide an

estimate of their crustal residence age (Section 6.2.3.2;
O’Nions et al., 1983), again assuming minimal frac-
tionation of the parent/daughter elements relative to
the source. However, most continental sediment is a
mixture of material from different sources.
Consequently, model ages are likely to represent an
average of the detrital input and provide only a min-
imum estimate of the crustal residence age or an
average crustal residence age.

6.3 Using Radiogenic Isotopes
in Petrogenesis

The mass difference between any pair of radiogenic
isotopes is so small that the isotope pair cannot be frac-
tionated by crystal–liquid processes. This means that
during partial melting amagma retains the isotopic char-
acter of its source region and that isotope ratios remain
unchanged during subsequent fractionation events.
These simple observations have led to two import-

ant developments in isotope geochemistry. First,
source regions may have unique isotopic characteris-
tics that can be defined, and, second, there may be
mixing between isotopically distinct sources. Thus
isotope geochemistry seeks to do the following:

• Identify and map the different isotopic reservoirs in
the crust and mantle

• Characterise these reservoirs for different isotopic
systems

• Evaluate and quantify the extent to which partial
melting, recycling and mixing processes are
involved in their genesis.
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A range of crust and mantle reservoirs is listed in
Table 6.6 to demonstrate their isotopic variability.
The larger and more difficult question of how the
different crust and mantle reservoirs have acquired
their isotopic signatures leads into the subject of crust
and mantle geodynamics, a topic which treated briefly
at the end of this chapter in Section 6.3.6.
The isotopic variability between mantle sources may

be thought of in terms of two separate processes. These
are the process of mixing in which a number of different
components contribute to the source, and the process of
isotopic ingrowth in which the composition of the source
evolves over geological time. Thus, radiogenic isotope
ratios may be used to identify the separate components
which have mixed to contribute to a particular mag-
matic suite such as in the case of the contamination of
continental flood basalt with old continental crust. This
mixing takes place over a relatively short time scale. In
contrast, the isotopic evolution of a mantle source region
as a function of the parent–daughter isotope ratio may
take place over very long time scales – billions (Ga)
rather than millions (Ma) of years.
Knowing how and when the different mantle

sources acquired their separate identities is important

for understanding the evolution of the Earth’s mantle,
and it is this subject to which we now turn.

6.3.1 The Role of the Different Isotope
Systems in Identifying Reservoirs
and Processes

The elements used in geological radiogenic isotope
studies vary greatly in their chemical and physical
properties, so much so that different isotope systems
vary in their sensitivity to particular petrological pro-
cesses. This variability may show itself in three ways.
First, the parent and daughter elements may under
certain circumstances behave geochemically in differ-
ent ways, such that the two become fractionated. For
example, during mantle melting an element such as
Rb is more readily concentrated in the crust than is
the element Sr. The order of incompatibility for the
elements of interest can be obtained from Figure 4.22
where the relative enrichments in MORB relative to
the residual mantle and in the continental crust rela-
tive to MORB are shown.
A second possibility is that a parent–daughter elem-

ent pair may behave coherently and so will not be
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fractionated, and yet behave in a very different
manner from the parent–daughter pair of another
isotopic system. For example, in the Sm–Nd and
Lu–Hf systems the parent–daughter pairs share simi-
lar chemical and physical characteristics, whereas in
the Re–Os, U–Th–Pb and Rb–Sr systems the parent–
daughter pairs may be strongly fractionated relative
to one another.

Finally, because of the geochemical similarity
between the Sm–Nd and Lu–Hf isotope systems, it is
reasonable to expect both systems to behave in a
similar way and to display coupled geochemical
behaviour. This is often evident on εNd versus εHf

diagrams (Section 6.3.4). On occasion, the isotope
systems display decoupled behaviour and this may
also be of petrological significance.
We now briefly review some key geochemical prop-

erties of the Sr, Nd, Hf, Pb and Os systems. These are
summarised in Table 6.6.

6.3.1.1 Sm–Nd Isotopes

In discussing the isotopes of Nd we differentiate
between the long-lived Nd isotope system
147Sm!143Nd which is important in geochronology
and the short-lived isotope system 146Sm!142Nd
(half-life 103 Ma) which is relevant to our

Table 6.6 Isotopic character (present-day) of mantle and crustal reservoirsa

87Rb–86Sr 147Sm– 143Nd 238U– 206Pb 235U– 207Pb 232Th– 208Pb 176Hf/177Hf 187Os/188Os

Oceanic basaltic sources
DMMb Low Rb/Sr High Sm/Nd Low U/Pb Low U/Pb Th/U = 2.4

	 0.4
0.28330 0.1314–0.2316

Low 87Sr/86Sr High 143Nd/144Nd
(positive εNd)

Low 206Pb/204Pb
(~17.2–17.7)

Low
207Pb/204Pb
(~15.4)

Low
208Pb/204Pb
(~37.2–37.4)

HIMU Low Rb/Sr Moderate Sm/Nd High U/Pb High U/Pb High Th/Pb 0.28289 0.1305–0.1663
low 87Sr/86Sr =
0.7029

143Nd/144Nd
= <0.51282c

206Pb/204Pb >

20.8
high
207Pb/204Pb

(Mangaia)

EM-1 Low Rb/Sr Low Sm/Nd Low U/Pb Low U/Pb Low Th/Pb 0.28274 0.1342–0.1432
87Sr/86Sr
(~0.705)

143Nd/144Nd
= <0.5112c

206Pb/204Pb
= 17.6–17.7

207Pb/204Pb
= 15.46–15.49

208Pb/204Pb
= 38.0–38.2

(Gough)

EM-2 High Rb/Sr Low Sm/Nd
87Sr/86Sr >
0.722

143Nd/144Nd
= 0.511-0.5121c

High 207Pb/204Pb and 208Pb/204Pb at a given
206Pb/204Pb

0.282816
(Samoa)

0.1173–0.1284

Bulk
Earth

87Sr/86Sr =
0.7045

143Nd/144Nd
= 0.512634

206Pb/204Pb
= 15.58 	 0.08

207Pb/204Pb
= 18.4 	 0.3

208Pb/204Pb
= 38.9 	 0.3

0.282843 0.1272–0.1303

Continental crustal sources
Upper
crust
(sialic)

High Rb/Sr high
87Sr/86Sr

Low Sm/Nd low
143Nd/144Nd (negative
εNd)

High U/Pb high
206Pb/204Pb

High U/Pb high
207Pb/204Pb

High Th/Pb
high
208Pb/204Pb

1.926

Mid
crust

Semi-high
Rb/Sr = 0.2–0.4
87Sr/86Sr
= 0.72–0.74

Crust shows retarded
Nd evolution relative to
chondritic source

U-depleted Low
206Pb/204Pb

U-depleted
Low
207Pb/204Pb

Semi-high Th
Semi-high
208Pb/204Pb

Lower
crust
(mafic)

Rb-depleted
Rb/Sr < ~0.4
Low 87Sr/86Sr =
0.702–0.705

Very U-depleted
Very low 206Pb/204Pb
(~14.0)

Very U-depleted
Very low
207Pb/204Pb (~
14.7)

Very Th-
depleted Very
low
208Pb/204Pb

0.8040

aDisputed reservoirs are omitted (e.g., PREMA, FOZO, PHEM, C).
bDepleted MORB mantle.
cNormalized to 146Nd/144Nd ¼ 0.7219.
Additional notes: 176Hf/177Hf from Salters and Stracke (2004) and Salters et al. (2011); 187Os/188Os MORB (Escrig et al., 2005), HIMU
(Lassiter et al., 2003), EM-1 (Garapić et al., 2015), EM-2 (Jackson et al., 2016), BE (Van Acken et al., 2011, and references therein).
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understanding of processes in the very early history of
the Earth. The significance of the 146Sm!142Nd
system is discussed more fully in Section 6.3.4.
The Sm/Nd ratio in the continental crust is lower

than that of the depleted mantle and so over time
generates lower 143Nd/144Nd ratios than are found
in the depleted mantle. In this respect the Sm–Nd
isotopic system is similar to Lu–Hf, but differs
markedly from the U–Th–Pb, Rb–Sr and Re–Os
systems. Since the elements Sm and Nd are not
significantly fractionated after crust formation by
subsequent metamorphic or sedimentary processes,
Nd isotope ratios tend to preserve a memory of the
parent–daughter isotope ratios of their source. In
addition, Sm and Nd are immobile under hydro-
thermal conditions, and so Nd isotopes reflect the
actual proportions of rock or magma involved in
specific petrological processes, although this isotope
system is insensitive to small amounts of recycled
crust in the mantle.

6.3.1.2 Lu–Hf Isotopes

The Lu–Hf isotope system behaves in a similar way to
the Sm–Nd isotope system. The Lu/Hf ratio in con-
tinental crust is lower than that in the mantle, and so
with time the 176Hf/177Hf of the crust evolves to lower
values relative to the Earth’s primitive mantle and the
complementary depleted mantle evolves to higher
values. A widespread and powerful application of
Lu–Hf isotopes in petrology is the integration of Hf
model ages with U–Pb crystallization ages for the
mineral zircon. Recent studies have shown that in
old continental crust, Hf model ages frequently exceed
U–Pb zircon ages. This suggests that, if the U–Pb age
represents the time of crystallisation of the crust, the
Hf model age indicates an earlier event which is taken
to be the time at which the precursor to the continen-
tal crust separated from the mantle (Kemp and
Hawkesworth, 2014).

6.3.1.3 U–Th–Pb Isotopes

The U–Th–Pb system is more complex than other
isotope systems used in geochemistry because it
incorporates three independent decay schemes
(Box 6.1) and because Pb isotopes do not define
linear trends on lead isotope evolution diagrams.
In terms of their geochemical behaviour U and Pb
are incompatible in silicate minerals, although
U enters a melt more readily than Pb, and U and

Pb are relatively mobile in hydrothermal fluids,
whereas Th is highly insoluble.
In detail the two isotopes of Pb produced from

U decay (206Pb and 207Pb) show contrasting behav-
iour as a consequence of their differing radioactive
decay rates (Box 6.1). Early in the history of the
Earth 235U decayed rapidly relative to 238U, so that
207Pb evolved rapidly with time. Thus, 207Pb abun-
dances are a sensitive indicator of an old source.
Today, however, 235U is largely extinct so that in
recent Earth history 238U decay is more prominent
than that of 235U, and consequently the abundance
of 206Pb shows a greater spread than 207Pb. This
difference in behaviour between the Pb isotopes
allows the identification of several isotopic reservoirs
(Table 6.6). Crustal reservoirs are best sampled by
studying the isotopic composition of a mineral with
a low U/Pb or Th/Pb ratio such as feldspar for they
preserve the ‘initial’ Pb isotopic composition of the
source. This approach was developed by Doe and
Zartman (1979), is now applied to single crystals using
in situ analytical methods (Geng et al., 2020) and is
discussed further in Section 6.3.6.1.

6.3.1.4 Rb–Sr Isotopes

During crustal melting the Rb–Sr isotope system
has the greatest difference in compatibility between
the parent and daughter elements. Rb and Sr are
therefore easily separated and are strongly fraction-
ated between crust and mantle. This results in the
accelerated evolution of strontium isotopes in the
continental crust relative to the mantle and with
time has produced higher 87Sr/86Sr ratios than in
the primitive mantle. Within the continental crust,
Rb and Sr are further separated during re-melting,
metamorphism and sedimentation because Sr is par-
titioned into plagioclase, whereas Rb is preferen-
tially partitioned into the melt, and Sr is relatively
immobile under hydrothermal conditions, whereas
Rb is more mobile.

6.3.1.5 Re–Os Isotopes

Re is moderately incompatible and Os highly
compatible in the mantle. This results in crustal rocks
having elevated Re/Os ratios relative to the mantle. In
contrast, melt extraction from the mantle significantly
lowers the Re/Os ratio of mantle peridotites and
retards the in-growth of 187Os from the decay of
187Re. This allows the timing of melt extraction events
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to be estimated solely from their 187Os/188Os ratio
(Walker et al., 1989), although melt percolation
through the mantle may obscure this signal. Re–Os
methods have been applied to the study of mantle
xenoliths in order to date melt extraction events and
identify a range of fertile, depleted and re-fertilised
mantle sources.

6.3.2 Recognising Isotopic Reservoirs

Relative to the composition of the Earth’s primitive,
undifferentiated mantle there are now a range of iso-
topically distinct reservoirs which can be recognised in
both the mantle and the continental crust. Our purpose
here is to show how these different reservoirs might be
recognised on the basis of their present-day Sr, Nd, Hf,
Pb and Os isotope chemistry (Tables 6.6 and 6.7).

Zindler and Hart (1986) first delineated four mantle
end-member domains to explain the isotopic variation
observed in mid-ocean ridge and ocean island basalts.
In a simpler manner the continental crust can be
divided into upper, middle and lower parts
(Rundnick and Gao, 2014), each with distinctive geo-
chemical and isotopic characteristics. In general, the
upper and middle crust is more chemically evolved
than the heterogeneous lower crust.

Ultimately, it is important to understand how the
different reservoirs in the crust and mantle have
gained their isotopic character. Major processes
include chemical depletion through melt extraction,
re-fertilisation by melt addition and by the recycling
of continental crust or oceanic crust into the mantle
via subduction. Over geological time these processes
can produce compositional and isotopic heterogene-
ities from the mineral grain scale to a global scale
(Salters et al., 2011; Farmer, 2014; Hofmann, 2014;
Stracke, 2016).

6.3.2.1 Oceanic Mantle Sources

Young magmatic rocks record the isotopic compos-
ition of their source directly, as insufficient time has
passed in a newly formed magma for the parent iso-
tope to produce a daughter isotope via radioactive
decay in addition to that inherited from the source.
Thus the present-day isotopic compositions of recent
oceanic basalts were used by Zindler and Hart (1986)
to identify four possible end-member mantle reser-
voirs. These reservoirs are well characterised for Sr,
Nd, Hf and Pb isotopes, as summarized by Hofmann

(2014) and Stracke (2016). The commonly accepted
reservoirs are shown in Figures 6.10 and 6.11, are
summarised in Tables 6.6 and 6.7 and are discussed
briefly below.
(a) The Primary Uniform Mantle (PUM) reservoir.

Geochemical models of the Earth assume an initial
primary uniform mantle (PUM) reservoir. This is the
composition of a homogeneous primitive or primor-
dial mantle that would have formed during the early
degassing of the planet after core formation but prior
to the formation of the continents. The PUM is also
known as the bulk Earth (BE) or the bulk silicate
Earth (BSE). While some oceanic basalts have iso-
topic compositions similar to the PUM (McCoy-
West et al., 2018), there are no geochemical data that
require such a mantle domain exists today, although
the PUM is a useful geochemical ‘frame of reference’
and is shown in most of the following diagrams.
(b) The depleted mantle (DM) reservoir. The

Earth’s depleted mantle is characterised by high Sm/
Nd and low Rb/Sr element ratios. This leads to high
143Nd/144Nd and low 87Sr/86Sr isotope ratios. In add-
ition, the DM has high 176Hf/177Hf and low
206Pb/204Pb. It is the primary source of most mid-
ocean ridge basalts.
(c) The HIMU mantle reservoir. In lead isotope

geochemistry the μ value is the ratio 238U/204Pb. The
high 206Pb/204Pb, 207Pb/204Pb and 208Pb/204Pb
observed in some ocean islands coupled with low
87Sr/86Sr (<0.7030) and intermediate 143Nd/144Nd
and 176Hf/177Hf suggest a mantle source that is
enriched in U and Th relative to Pb without an asso-
ciated increase in Rb/Sr. This enrichment is thought to
have taken place between 0.7 and 2.1 Ga (Hauri and
Hart, 1993). A number of models have been proposed
to explain the origin of this mantle reservoir. These
include the mixing of altered oceanic crust (possibly
contaminated with seawater) into the mantle via sub-
duction, the loss of lead from this part of the mantle
into the Earth’s core, and the removal of lead (and
Rb) by metasomatic fluids in the mantle.
(d) Enriched mantle (EM) reservoirs. The enriched

mantle has variable 87Sr/86Sr, low 143Nd/144Nd, low
176Hf/177Hf and high 207Pb/204Pb and 208Pb/204Pb for
a given value of 206Pb/204Pb. Enriched mantle type 1
(EM1) has low 87Sr/86Sr, whereas enriched mantle
type 2 (EM2) has high 87Sr/86Sr. Jackson et al.
(2007) proposed an even higher 87Sr/86Sr (>0.702)
for the EM2 component (as shown in Figure 6.10).
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Table 6.7 Sr, Nd and Pb isotope ratios of some common rock typesa

Rock type 87Sr/ 86Sr 143Nd/144Nd 206Pb/204Pb 207Pb/204Pb 208Pb/204Pb 176Hf/177Hf 187Os/188Os Ref.

Depleted mantle MORB (DMM)
Atlantic 0.702300–0.702920 0.512992–0.513175 18.084–19.437 15.440–15.568 37.51–38.77 0.283015–0.283354 0.137–0.2316 1, 2
Pacific 0.702150–0.702713 0.513098–0.513296 17.721–18.470 15.309–15.501 37.03–38.99 0.283165–0.283294 0.1315 1, 3
Indian 0.702690–0.704870 0.512437–0.513189 17.325–18.400 15.429–15.564 37.25–38.68 0.282768–0.283366 0.1295–0.3023 1, 4

Ocean island basalts (OIB)
Pitcairn Is. (EM1) 0.703603–0.705296 0.512333–0.512692 17.72–18.10 15.47–15.50 38.61–39.03 0.282622–0.282834 0.1307–0.2539 5
Samoa (EM2) 0.705193–0.705853 0.512705–0.512900 18.78–19.41 15.55–15.65 38.77–39.86 0.282843–0.283099 0.1268–0.1394* 5–9

Continental flood basalts
Parana/Etendeka 0.70397–0.71420 0.511860–0.512799 17.1–19.7 15.5–15.7 37.5–38.9 0.282440–0.282440 0.1295 10–13
Columbia River 0.702985–0703964 0.512834–0.513031 18.71–18.92 15.55–15.59 38.10–38.53 0.282985–0.283114 0.134–0.404 14, 15

Mantle xenoliths
Continental lithosphere

Siberia 0.70253–0.702235# 0.512590–0.513144# 18.6–19.0 15.5 38.2–40.6 0.282837–0.283793# 0.1156–0.1289# 16, 17
Oceanic lithosphere

Hawai‘i 0.703219–0.723422 0.513019–0.513180 18.06–18.45 15.45–15.49 37.80–38.04 0.283118–0.284630 0.1138–0.1269 18, 19

Kimberlites/Lamproites
Southern India 0.700961–0.706647 εNdt ¼ �6.0 to �11.5 10.78–26.52 15.11–16.66 27.60–59.47 εHft ¼ þ4.4 to �14.3 0.0967–0.5449 20, 21

Ocean island arcs
Marianas 0.703440 0.512997 18.73 15.57 38.39 0.283235 0.1193–0.1274 22, 23
Izu 0.703352 0.513063 18.25 15.53 38.20 0.283248 0.1205–0.1272 22, 23

Modern pelagic sediment
Pacific 0.70690–0.72253 0.512343–0.512392 16.72–19.17 15.57–15.75 38.43–39.19 0.283850–0.282901 1.044 24–26
Atlantic 0.709288–0.723619 0.511942–0.512553 18.61–19.01 15.68–15.74 38.93–39.19 0.282538–0.282960 1.044 25–27

Modern trench sediment
Global range 0.70493–0.73631 0.51195–0.51291 18.55–19.49 15.52–15.81 38.17–39.76 28

Terrigenous sediment
Ganga River 0.76913–0.78151 0.511736–0.511767 19.78–20.09 15.87–15.94 40.00–40.30 0.282133–0.282268 2.91–2.96 29, 30†, 31
Turbidites 0.51132–0.51306 16.91–19.91 15.50–15.90 36.44–40.02 0.281471–0.283153 25, 26

Archean chemical sediments
Stromatolite 0.712396–0.726249 εNdt ¼ �3.6 to �7.4 14.1–20.9 14.9–16.2 33.3–35.4 32–34
BIF εNdt ¼ þ1

a Initial values; *, melt inclusions in ol or cpx; #, mineral þ whole rock; †, suspended load.
References: 1, Chauvel and Blichert-Toft (2001) and references therein; 2, Escrig et al. (2005); 3, Bennett et al. (1996); 4, Yang et al. (2013); 5, Eisele et al. (2002) and references therein;
6, Reinhard et al. (2018); 7, Workman et al. (2004); 8, Jackson and Shirey (2011); 9, Sobolev et al. (2011); 10, Beccaluva et al. (2017); 11, Owen-Smith et al. (2017); 12, Rocha-Júnior et al.
(2012, 2013); 13, Zhou et al. (2020); 14, Mullen andWeiss (2013); 15, Wolff et al. (2008); 16, Ionov et al. (2006); 17, Maas et al. (2005); 18, Bizimis et al. (2004, 2007); 19, Blichert-Toft et al.
(2003); 20, Chakrabarti et al. (2007); 21, Rao et al. (2013); 22, Pearce et al. (1999) and references therein; 23, Parkinson et al. (1998); 24, McDermott and Hawkesworth (1991); 25,
Vervoort et al. (1999); 26, Hemming and McLennan (2001); 27, Hoernle et al. (1991); 28, Plank (2014); 29, Galy and France-Lanord (2001); 30, Garcon and Chauvel (2014); 31, Levasseur
et al. (1999); 32, Bolhar et al. (2002); 33, Kamber et al. (2004); 34, Alibert and McCulloch (1993).
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A large-scale example of EM2 occurs in the Southern
Hemisphere (Dupre and Allegre, 1983) and is known
as the DUPAL anomaly (Hart, 1984). This compon-
ent is identified with respect to a Northern
Hemisphere Reference Line (NHRL) defined on plots
of 206Pb/204Pb versus 207Pb/204Pb and 206Pb/204Pb
versus 208Pb/204Pb by a linear array of mid-ocean
ridge and ocean island basalts (Figure 6.11).

The equations for the NHRL in each of the plots is:

207Pb=204Pb ¼ 0:1084 206Pb=204Pb
� �

þ 13:491 (6.8)

208Pb=204Pb ¼ 1:209 206Pb=204Pb
� �

þ 15:627 (6.9)

The isotopic anomaly was expressed by Hart (1984) in
terms of Δ7/4 and Δ8/4, defined as the vertical
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Figure 6.10 Mantle sources. (a)
The 87Sr/86Sr versus 143Nd/144Nd
diagram showing oceanic
reservoirs for t¼ 0). These include
the depleted mantle (DM), bulk
silicate Earth (BE), enriched
mantle (EM1, EM2), high-μ
(U/Pb) (HIMU), and the
‘prevalent mantle’ (PREMA)
compositions. The ‘depleted’
mantle reservoir in the upper left
quadrant reflects residual mantle
from which incompatible
elements have been removed (it
has been ‘depleted’). Most crustal
rocks plot in the lower-right
‘enriched’ quadrant which
includes old and young upper and
lower crust. Mixing arrays
between depleted mantle and
enriched mantle sources are
suggested by the island arc trends.
Note the negative correlation
between these two systems. Data
compiled from Zindler and Hart
(1986), Jackson et al. (2007) and
White (2015). (b) The
143Nd/144Nd versus 176Hf/177Hf
diagram of oceanic reservoirs with
DM represented by global
MORB, EM1 by volcanic rocks
from the Pitcairn Islands, EM2 by
volcanic rocks from the island of
Samoa and HIMU by the Cook
and St Helena Island volcanic
rocks (after Stracke, 2016). The
positive covariation on this
diagram reflects the similar
chemical behaviour of the parent/
daughter elements in the
two systems.
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deviation from the reference line, such that for a given
data set (DS)

Δ7=4 ¼ 207Pb=204Pb
� �

DS
� 207Pb=204Pb
� �

NHRL

h i
� 100

(6.10)

Δ8=4 ¼ 208Pb=204Pb
� �

DS
� 208Pb=204Pb
� �

NHRL

h i
� 100

(6.11)

A similar notation was used for 87Sr/86Sr:

ΔSr ¼ 87Sr=86Sr
� �

DS
� 0:7

h i
� 10000 (6.12)

There are three models which are used to explain
the origin of the enriched mantle. The first model is
subduction-driven recycling, in which compositionally
distinct components such as marine sediment, crustal
sediment and upper and lower crust are recycled into
the mantle via subduction. The second model is that
of mantle metasomatism, that is, enriched by melts
and fluids within the mantle (see Willbold and
Stracke, 2010, for an overview). The third model is
based upon the similarity between enriched mantle
and the sub-continental lithosphere and suggests that
the enrichment is due to the mixing of sub-continental
lithosphere into the mantle. EM1 has some compos-
itional similarity with the lower continental crust and
may represent the mixing of recycled lower crust.
Alternatively, it may be enriched via mantle metaso-
matism. EM2 has affinities with the upper continental
crust and may represent the recycling of continentally
derived sediment, continental crust, altered oceanic
crust, or ocean island crust.
(e) Other reservoirs. In the 1980s and 1990s, as the

field of mantle isotope geochemistry expanded, every
‘reservoir’ that was identified seemed unique.
However, the mantle geochemical database has
increased exponentially since that time and coupled
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Figure 6.11 Mantle sources as defined by lead isotopes
(data from Hofmann, 2014). (a) 206Pb/204Pb versus
87Sr/86Sr; (b) 206Pb/204Pb versus 207Pb/204Pb; (c)
206Pb/204Pb versus 208Pb/204Pb. Bulk silicate Earth
(BE) is shown for reference (see Table 6.6 for values).
The geochron assumes single-stage Pb-evolution from
4.55 Ga. NHRL is the Northern Hemisphere
Reference Line (after Hart, 1984). Volcanic rocks
which plot above the NHRL are said to have an

Figure 6.11 (cont.) enriched (DUPAL) signature. The
non-controversial mantle reservoirs include the
depleted mantle (DM) represented by global MORB,
enriched mantle (EM1 by the Pitcairn Islands and
EM2 by the island of Samoa), and high-μ mantle
(HIMU) by the Cook and St Helena Islands. It is
significant that the enriched mantle sources have some
overlap with continental crustal sources (see
Figure 6.10).
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with our improved understanding of melt extraction
and mixing processes in the mantle we now define the
number of compositional ‘end members’ or reservoirs
as the minimum needed to explain the observed iso-
topic diversity. These are the DM, EM1, EM2 and
HIMU end members. Other ‘components’, such as
PREMA, PHEM, C and FOZO, represent compos-
itional domains that may not be required, although
this is the subject of ongoing discussion (see Hofmann,
2014, for an overview). Nonetheless, the reader may
come across these terms in the literature and it is
therefore useful to define them here.

PREMA (prevalent mantle) was defined by Zindler
and Hart (1986) using basalts from ocean islands,
intra-oceanic island arcs and continental basalt
suites. It is characterised by 143Nd/144Nd ¼ 0.5130,
87Sr/86Sr ¼ 0.7033 and 206Pb/204Pb ¼ 18.2–18.5.

PHEM (primitive helium mantle) was defined by
Farley et al. (1992) using basalts mostly from the
Samoan islands to account for their high 3He/4He,
along with near-BE Sr and Nd compositions
(87Sr/86Sr ¼ 0.7042–0.7052, 143Nd/144Nd ¼
0.51265–0.51280) and moderately radiogenic Pb
isotopes (206Pb/204Pb ¼ 18.5–19.0).

FOZO (focal zone) was originally defined by Hart
et al. (1992) as the region or zone in which MORB
and OIB isotopic signatures seemed to converge (or
focus, hence the term ‘focal zone’). Compositionally,
it is similar to PREMA and C, although the term
was later modified by Stracke et al. (2005) to extend
the MORB array in 206Pb/204Pb (or 208Pb/206Pb)
versus 87Sr/86Sr space. According to this later defin-
ition, the FOZO field identified in lavas from the
Cook–Austral islands is adjacent to but distinct from
HIMU in Pb isotope space.

C (common component). This component was
defined by Hanan and Graham (1996), using the
convergence of MORB Pb isotope arrays. It is very
similar to FOZO, with 87Sr/86Sr ¼ 0.703–0.704,
143Nd/144Nd ¼ 0.51285–0.51295, 206Pb/204Pb ¼
19.2–19.8, 207Pb/204Pb ¼ 15.55–15.65 and
208Pb/204Pb ¼ 38.8–39.6.

(f ) The origin of oceanic basalts. The recognition of
a range of isotopic signatures in oceanic basalts asso-
ciated with distinct mantle reservoirs has led to an
appreciation of the complexity of mantle processes.
This can be seen at the local scale, where, for example,

detailed and high-precision isotopic studies of the
Hawaiian–Emperor plume have identified multiple
depleted and re-fertilised mantle components within
a single plume (Béguelin et al., 2019; Harrison et al.,
2020). At the global scale our perception of the mantle
has changed from a simple two-layer mantle to one
that is chemically and isotopically heterogeneous and
contains at least four reservoirs. Sampling this hetero-
geneity is not trivial, for the process of partial melting
homogenises those diverse compositions which have
resulted from melt extraction, hybridization and
mixing within the mantle.

6.3.2.2 Continental Crustal Sources

The isotopic composition of rocks from the continen-
tal crust is extremely variable, and isotope ratios are
strictly comparable only if the samples are all of the
same age. For this reason, compositional differences
are best considered relative to a normalising param-
eter which takes into account the age of the sample.
One such parameter is the composition of CHUR and
its evolution through time; this is discussed in Section
6.3.3 below. Crustal samples may be plotted on a
graph of isotopic composition versus time relative to
reference reservoir (Figure 6.3). For Sr, Nd and Hf
isotopes this can be quantified in terms of the epsilon
notation, whereas Os isotopes use the gamma
notation (these notations are discussed in Section
6.3.4). The general isotopic characteristics of crustal
reservoirs are given in Table 6.6, and the isotopic
compositions of some typical crustal rocks are pre-
sented in Table 6.7.
(a) Upper continental crust. The upper (sialic) con-

tinental crust is characterised by high Rb/Sr and con-
sequently has high 87Sr/86Sr ratios. Neodymium and
Hf isotope ratios, on the other hand, are low relative
to mantle values as a consequence of the low Sm/Nd
and Lu/Hf ratios which characterise the continental
crust. U and Th are enriched in the upper continental
crust and give rise to high 206Pb, 207Pb and 208Pb
isotope ratios.
(b) Middle continental crust. The mid-continental

crust represents extensive areas of exhumed
amphibolite facies gneisses found in granite–gneiss
terrains. These rocks have retarded 143Nd/144Nd
and 176Hf/177Hf, and 87Sr/86Sr is generally lower than
in the upper crust. Uranium, however, is depleted,
and Th is lower than in the upper crust but not as
depleted as U. 206Pb/204Pb and 207Pb/204Pb may be
lower than in the mantle.
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(c) Lower continental crust. The lower continental
crust is characterised by mafic rocks and granulite
facies metamorphosed rocks and is often strongly
Rb-depleted. Thus, it has low 87Sr/86Sr ratios which
are not greatly different from modern mantle values.
This means that a modern granite derived from the
lower crust will have an initial 87Sr/86Sr ratio very
similar to one derived from the mantle. U/Pb and
Th/Pb ratios in the lower crust are lower than modern
mantle values so that 206Pb, 207Pb and 208Pb isotope
ratios are all very low and are therefore sensitive
indicators of lower crust and mantle reservoirs.
(d) Continental lithosphere. The continental litho-

sphere is the region of mantle that lies beneath and is
attached to continental crust. In areas of ancient crust
it is extremely thick. It is known as the continental
lithospheric mantle (CLM) or the sub-continental
lithospheric mantle (SCLM) and is extremely variable
in isotopic composition. Isotope data from CLM-
derived mantle xenoliths show that the CLM typically
has higher 87Sr/86Sr (>0.7045), lower εNd (<0) and
higher 207Pb/204Pb (at a given 206Pb/204Pb) when com-
pared with asthenospheric mantle sources (Pearson,
1999). Nd and Hf isotopes are decoupled during the
fractionation of the lithospheric mantle with the result
that Nd isotopes are more readily reset than Hf iso-
topes during mantle metasomatism. Only very young
(0.35 Ga) and small (<5%) depletion events can frac-
tionate Lu from Hf, which results in 176Hf/177Hf com-
positions in the CLM similar to those in the present-
day convecting mantle (εHf today ~ þ11). Older and
more extensive melting generally results in 176Hf/177Hf
ratios that are more radiogenic than is seen in the
convecting mantle and typically exceeds compositions
recorded by mantle xenoliths. Os isotopic ratios in the
CLM are in the range 187Os/188Os ¼ 0.1100–0.1205
and are statistically distinct from peridotites from
the convecting mantle (187Os/188Os ¼ 0.1225–0.1265;
Pearson and Wittig, 2014). This is illustrated in
Figure 6.12.
Most cratons are underlain by old CLM and the

Re–Os isotope system is the preferred method for
dating this ancient lithospheric mantle (Rudnick and
Walker, 2009; Farmer, 2014). One of the best
examples of the application of this method is from
the Kaapvaal craton where the Mesoarchean craton
was shown to be underlain by older, Eoarchean and
Hadean lithospheric mantle which in turn is sur-
rounded by lithospheric mantle reworked between
3.0 Ga and 2.0 Ga (Pearson and Wittig, 2014).

6.3.2.3 Seawater

A knowledge of the isotopic composition of seawater
is important in studies of magmatic rocks which may
have interacted with seawater such as the sea-floor
alteration of oceanic basalts or the genesis of magmas
in an arc environment, and in sediments such as the
alteration rinds on sea-floor nodules. Its composition
is related to the residence time of an element in sea-
water. This is the average time an element remains in
seawater and is defined by the expression:

tA ¼ A= dA=dtð Þ (6.13)

where tA is the residence time, A is the total amount of
the element dissolved in the oceans, and dA/dt is the
amount of the element introduced into or removed
from the ocean per unit time assuming a steady state.
It is estimated that the oceans mix over ~1000 years so
that an element with a residence time longer than this
will be homogeneously distributed in the ocean,
whereas an element which has a shorter residence time
will reflect regional variations in isotopic composition
(see Frank, 2002, for an overview).
The residence time of Sr in seawater is a few million

years and the oceans are regarded as a well-mixed
reservoir with uniform 87Sr/86Sr ¼ 0.70918 (Frank,
2002). This signature is the result of the solubility of
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Figure 6.12 The isotopic composition of the
continental lithospheric mantle (CLM) (after White,
2010; with permission from Elsevier). A γOs versus εNd

diagram (see Section 6.3.4) showing the difference in
composition between xenoliths from the CLM
(mantle xenoliths from Archaean cratons in Siberia,
Wyoming, and South Africa) and that of ocean island
basalts (Cook–Austral islands, Hawai‘I and Samoa)
representing the convecting mantle.
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Sr and the complex interplay between continental run-
off, mid-ocean ridge hydrothermal activity, input from
old sediments and the extraction of Sr into carbonate
shells and their subsequent burial in marine sediments.
Osmium has a shorter residence time, 10,000–20,000
years. Veizer et al. (1999) and Peucker-Ehrenbrink and
Ravizza (2000) demonstrate how Sr and Os isotope
compositions have changed in seawater over the past
60 million years (Figure 6.13). They showed that iso-
tope ratios of both elements were relatively low in the
late Cretaceous and have gradually increased with
time, probably as a result of increased continental
weathering related to the uplift of major mountain
ranges. The seawater curves for Sr in the
Phanerozoic, and particularly the high precision curve
for the last 70 Ma, has been used to date sediments and
to determine the time of diagenetic processes.

In contrast, Nd, Hf and Pb have shorter residence
times: Nd 600–2000 years, Hf about 200 years, and
Pb 50–400 years (Frank, 2002). These shorter resi-
dence times indicate that the oceans are not well
mixed with respect to isotopes of Nd, Hf and Pb. In

fact, it has been long known that the Nd isotopic
composition of seawater (using the ε notation) ranges
from εNd �27 to þ1. This variability in 143Nd/144Nd
between different ocean basins reflects the local Nd
input from surrounding continents. The most radio-
genic Nd isotopic compositions are found in the
Arctic (εNd ¼ �10.1), the least radiogenic in the
Pacific (εNd ¼ �3.9), and the Atlantic (εNd ¼
�11.4) and Indian Oceans (εNd ¼ �6.6) have inter-
mediate compositions (Lacan et al., 2012). This pat-
tern is also mirrored in the Hf and Pb compositions.
177Hf/176Hf in the Atlantic and Pacific Oceans ranges
from εHf �5.7 to þ8.6 (Rickli et al., 2014, and refer-
ences therein). Manganese nodules concentrate Pb
from seawater and have 206Pb/204Pb in the range
18.5–19.3 (von Blanckenburg et al., 1996).

6.3.3 Mantle Evolution Diagrams and the
Isotopic Evolution of the Mantle with Time

The isotopic compositions of mantle source regions
change with time as a function of their parent/daugh-
ter element ratios. These may be plotted on isotope
evolution diagrams to show the change in isotopic
composition of the reservoir with time. They are
calculated by measuring the isotopic composition of
the mantle at the present day using modern lavas and
by determining initial ratios from isochron diagrams
using samples of ancient mantle melts. Diagrams of
this type are also useful for depicting the isotopic
evolution of crustal rocks of different ages and with
different parent–daughter isotope ratios. All evolu-
tion diagrams require a starting isotopic composition
for the Earth at ~4.57 Ga, and as previously stated
this is usually linked to the composition of meteorites
(see Table 6.3).

The isotopic evolution of the mantle over geo-
logical time can be represented graphically in two
different ways. One type of diagram shows the
change in the isotope ratio from the beginning of
the Earth to the present. This is illustrated for Nd
isotopes in Figure 6.14a, which shows a linear
increase in the 143Nd/144Nd ratio in the depleted
mantle and in the chondrite reservoir with time.
A second type of diagram uses the ε (epsilon) nota-
tion to display the isotopic composition relative to
CHUR, the chondrite standard (Figure 6.14b). In
this case CHUR has a value of zero and the ε value
for the depleted mantle increases with time. A full
discussion of the ε notation for Nd and Hf isotopes
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Figure 6.13 The isotopic variation in the composition
of seawater over the last 60 Ma. The data for 87Sr/86Sr
are from Veizer et al. (1999) and for 187Os/188Os from
Peucker-Ehrenbrink and Ravizza (2000). The
variation is thought to be associated with an increase
in continental weathering during this time interval.
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and its equivalent for Os isotopes – the γ notation – is
given in Section 6.3.4.

6.3.3.1 The Evolution of Nd Isotopes with Time

The 143Nd/144Nd isotopic composition of the bulk
Earth is thought to be approximated by the com-
position of chondritic meteorites (CHUR). The
linear evolution of CHUR with time is shown in
Figure 6.14a. However, studies of modern oceanic
basalts, as well as ancient and modern granitic
rocks, indicate that many igneous rocks are derived
from a mantle composition which has a higher
Sm/Nd than CHUR and has a higher 143Nd/144Nd
ratio relative to CHUR – this is the depleted mantle
(DM) reservoir. In Figure 6.14b three common
models for the evolution of the depleted mantle
reservoir are shown relative to CHUR using epsilon
notation (see Section 6.3.4 and Box 6.2). The main
differences between these models is the time at
which the DM differentiated from the bulk Earth,
and whether or not the depletion varied with time.

Goldstein (1984) used a single-stage, linear evolu-
tion between the present day and the formation of
the Earth at 4.6 Ga (Figure 6.14b, line 1), whereas
DePaolo (1981a) used a non-linear model
(Figure 6.14b, line 2).
Nägler and Kramers (1998) developed a

143Nd/144Nd evolution curve using mantle melts of
known age free from crustal contamination and
metamorphism (Figure 6.14b, line 3). They show that
the average εNd for the early Archaean is fairly con-
stant, whereas from about 3.0 Ga to the present, εNd

steadily increases to a present-day value of þ10. They
conclude that the average εNd value for the early
Archaean has no geological significance, being partly
an analytical artefact and partly is the product of
uncertainty in the measurement of Nd in chondrites.
In contrast, the steady increase in εNd from 3 Ga to
the present implies the progressive extraction of the
LREE from the Earth’s mantle through the formation
of the continental crust. The Sm/Nd of the continental
crust is highly fractionated (<1.0) relative to CHUR
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Figure 6.14 Evolution of Nd isotopes with time. (a) The evolution of 143Nd/144Nd for CHUR (solid line), DM
(dashed line), and the continental crust (CC, dotted line) from the initial composition of the bulk Earth (BE).
The fractionation of Sm/Nd from BE is normalised to unity for CHUR; DM has high Sm/Nd resulting in higher
143Nd/144Nd; and CC has lower Sm/Nd which retards 143Nd/144Nd evolution with time. The enriched mantle
(EM) component (blue box) shows some affinity with the continental crust inasmuch as it also has retarded
143Nd/144Nd. Note that in the Sm–Nd system, the crust shows retarded isotopic evolution, whereas in the Rb–Sr
system it shows accelerated evolution relative to BE and the mantle. (b) The contrasting evolution of the
continental crust and mantle using εNd notation (Section 6.3.4). CHUR ¼ 0 and plots as a horizontal line. Three
curves are shown for the evolution of the depleted mantle. Line 1 assumes a single-stage, linear evolution for the
depleted mantle between 4.5 Ga (εNd ¼ 0) and the present day (εNd ¼ þ10) (Goldstein et al., 1984). Curve
2 assumes an exponential evolution that is derived from the equation 0.25t2 – 3t þ 8.5, where t is the time before
present in Ga (DePaolo, 1981a). Curve 3 is a multi-stage model that shows an inflection at ~3 Ga thought to
reflect the initiation of the growth of the continental crust (Nägler and Kramers, 1998). The curve in the bottom
half of the diagram is for Australian shales and approximates to the evolution of average continental crust
through time (Allegre and Rousseau, 1984). Note the time axes in (a) and (b) are reversed.
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Box 6.2 Worked example of εNd calculation
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

(1) εNd values for an isochron
Using the data from Hamilton et al. (1979a) in Table 6.2, presented in Figure 6.2:
initial ratio ¼ 0.50809
isochron age ¼ 3.54 Ga
decay constant λ ¼ 6.54 � 10�12 yr�1

εNd
isochron, t ¼

143Nd=144Nd
� �

initial

143Nd=144Nd
� �

CHUR, t

� 1

2
64

3
75� 104 (6.14)

First calculate the value of CHUR at time t using the CHUR values from Table 6.4 (normalised to
146Nd/144Nd ¼ 0.7219, Sm/Nd ¼ 0.325):

143Nd=144Nd
� �

CHUR, t
¼ 143Nd=144Nd
� �

CHUR today
� 147Sm=144Nd
� �

CHUR today
� eλt � 1
� �

(6.15)

CHUR, t ¼ 0.512638 � (0.1967 � [e(6.54�10�12)� (3.54�10+9) �1])

¼ 0.512638 � 0.004607

¼ 0.508031

Then using Eq. 6.12:

εNd
isochron, t ¼ [(0.50809/0.508031)�1] � 104

¼ 1.16

(2) εNd value for a rock at its time of formation
Using a single rock from Table 6.2 (sample HSS-74, sodic porphyry, 147Sm/144Nd ¼ 0.1030,

εNd
t ¼

143Nd=144Nd
� �

rock, t

143Nd=144Nd
� �

CHUR, t

� 1

2
64

3
75� 104 (6.18)

First, calculate 143Nd/144Nd rock at 3.54 Ga:

143Nd=144Nd
� �

rock, t
¼ 143Nd=144Nd
� �

rock today
� 147Sm=144Nd
� �

rock today
� eλt � 1
� �

(6.19)

εNd
t ¼ 0.510487 � (0.1030 � [e(6.54�10�12)� (3.54�10+9)�1])

¼ 0.510487 � 0.002412

¼ 0.508075

Then from Eq. 6.14:

εNd
t ¼ [(0.50807/0.512638) � 1] � 104

¼ 0.87 Continued

6.3 Using Radiogenic Isotopes in Petrogenesis 205



and shows retarded 143Nd/144Nd evolution with time
(Figure 6.14a).

6.3.3.2 The Evolution of Hf Isotopes

During mantle melting the fractionation of Lu relative
to Hf is more extreme than for Sm and Nd. This
generates a more strongly supra-chondritic εHf signa-
ture than seen in εNd for the same melting event. This is
documented in modern oceanic basalts where εHf is up
to 1.5 times greater than εNd (Vervoort and Blichert-
Toft, 1999). Söderlund et al. (2004) proposed a single-
stage evolution line for 176Hf/177Hf in the mantle
(expressed as εHf in Figure 6.15a) from ~4.6 Ga. This
model is consistent with the work of Kemp et al.
(2010), who showed from Hf isotopes in zircon that
there was a depleted mantle in the Hadean. However,
some authors have argued for a supra-chondritic
mantle in the early Earth (Caro and Bourdon, 2010;
Kemp and Hawkesworth, 2014).

6.3.3.3 The Evolution of Os Isotopes

Re is a moderately incompatible element during par-
tial melting and so enters the melt phase, whereas Os
is strongly compatible and remains in the unmelted
residue. This leads to high Re/Os ratios in oceanic
crust and relatively low Re/Os ratios in the depleted
mantle. In felsic melts, however, Re and Os are both

incompatible, and their concentrations are very low in
the continental crust. This is very different from the
Nd, Hf and Pb isotopic systems. These geochemical
properties mean that the Os isotopic evolution of the
upper mantle reflects the extraction of basaltic melts
and is unlikely to reflect any interaction with the
continental crust. Mantle melts which have supra-
chondritic Os isotopic ratios are thought to be derived
by the melting of ancient, high Re/Os, basaltic crust
which has been recycled back into the mantle, making
Os isotopes important ‘tracers’ of recycled ancient
oceanic crust.
Figure 6.15b shows that OIB defines a wide range of

187Os/188Os ratios. This can be due to seawater con-
tamination and/or the rapid in-growth of radiogenic
187Os in melts which have a high initial Re contents.
This ‘Os enrichment’ trend is seen in mantle plume–
related samples, whereas some ophiolitic chromites
have near-chondritic Os signatures (Figure 6.15b).
Both the chondritic and the enriched ‘reservoirs’ must
be long-lived features of the mantle since the parent
isotopes require a long period of time to evolve into the
isotope ratios measured today.

6.3.3.4 The Evolution of Pb Isotopes

The isotopic evolution of lead isotopes over geological
time is illustrated in Figures 6.16 and 6.17. Given that

Box 6.2 (cont.)
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

(3) εNd value for a rock at the present day

The present-day deviation from CHUR may be easily calculated from:

εNd
today ¼

143Nd=144Nd
� �

rock, today

143Nd=144Nd
� �

CHUR, today

� 1

2
64

3
75� 104

¼ 0:510487=0:512638ð Þ � 1½ � � 104

¼ �41:96

(6.20)

Summary

εNd3:54Ga
isochron ¼ 1:16

εNd3:54Ga
sample HSS-74 ¼ 0:87

εNd3:54Ga
sample HSS-74 ¼ �41:96
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there are three independent decay schemes in the lead
isotopic system, Pb data is not displayed on the same
type of time versus isotope ratio diagram as is used for
Sr, Nd, Hf and Os isotopes; rather, a concordia
diagram is used. On this diagram ‘families’ of concor-
dia (growth) curves can be drawn for different
238U/204Pb (μ values) (Figure 6.16a, b). Each curve
can be calibrated for time, and equal time points can
be used to generate isochrons (Figure 6.16b, c).
Bolhar et al. (2020) used this approach to calculate a
Pb isochron age of 2054 	 99 Ma for phoscorites and
carbonatites from the Phalaborwa Complex, South
Africa. These authors then used the isochron age to
evaluate the relative crust and mantle contributions to
the sulphide genesis.

The evolution of Pb isotopes in the mantle through
time is shown in Figure 6.17 on a plot of 206Pb/204Pb
versus 207Pb/204Pb (after Kramers and Tolstikhin,
1997). This figure illustrates the evolution of Pb iso-
topes over time from a chondritic starting compos-
ition of the early Earth. It is clear that there is a wider
range of 207Pb/204Pb than 206Pb/204Pb in early Earth
history and wider range of 206Pb/204Pb relative to
207Pb/204Pb during the more recent evolution of the
Earth. This diagram also shows that a HIMU mantle
evolves with a lower 207Pb/204Pb than that of the
depleted mantle (Kamber, 2015).

6.3.4 Epsilon, Gamma and Mu Notations

Isotope ratios are only strictly comparable if the
samples are of the same age. It is therefore useful
to have an alternative way of expressing isotope
ratios which allows greater flexibility in the way in
which they are represented and is independent of
their age. This is the basis of the ε notation used
in the Nd, Hf and Sr systems (DePaolo and
Wasserburg, 1976) and the γ notation used for Os
isotopes (Walker et al., 1989).

6.3.4.1 Calculating Epsilon Values

The epsilon parameter is a measure of the difference
between an isotope ratio from a sample or a suite of
samples such as 143Nd/144Nd or 176Hf/177Hf, and a
reference value, typically CHUR. It is expressed in
parts per 104 (see worked example in Box 6.2). Epsilon
values are used in three slightly different ways, as
described below.
(a) Epsilon values calculated for an isochron. The

epsilon value for an isochron is calculated using the
expression:

εisochron, tNd ¼
143Nd=144Nd

� �
initial

143Nd=144Nd

� �
CHUR, t

� 1

2
64

3
75� 104 (6.14)

(a) (b)

Figure 6.15 Mantle evolution with time for Hf and Os isotopes. (a) Hafnium isotopes (using εHf notation)
showing two linear models for mantle evolution for εHf in the depleted mantle (DM) (after Söderlund et al.,
2004) and for S-CHUR (after Caro and Bourdon, 2010). (b) Osmium isotopes (using γ notation) showing Os
enrichment of the mantle as a function of time. Note the wide range of modern OIB compositions and the near-
chondritic nature of some ophiolitic chromites; the primitive upper mantle (PUM), CHUR and average abyssal
peridotite are shown for reference. (Data sources from Rollinson 2007)
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(a)

(b)

(c)

Figure 6.16 Lead isotope evolution curves. All panels show the growth curve(s) for 207Pb/204Pb and 206Pb/204Pb
through time. (a) The isotopic evolution of 207Pb/204Pb and 206Pb/204Pb defines a curve because the two isotope
ratios are produced at different rates. The starting composition at 4.57 Ga is taken from the isotopic composition
of troilite in the Canyon Diablo meteorite (Box 6.1). This growth curve assumes a 238U/204Pb ratio (μ value)¼ 9.0.
(b) A family of growth curves showing lead isotope growth associated with different 238U/204Pb ratios (μ ¼ 8,
9 and 10), from primeval Pb at 4.57 Ga to the present. Isochrons for 0, 1.0, 2.0 and 3.0 Ga are created by joining
similar age points on each growth curve. The zero Ga isochron is known as the geochron (see Section 6.2.1.4). (c)
A single-stage lead isochron for 2.0 Ga. The isochron joins the 2.0 Ga points on the growth curves for four
different μ values and passes through the primeval lead composition at 4.57 Ga; it represents a suite of samples
which evolved from 4.57 Ga until 2.0 Ga. These values have remained ‘frozen’ in the samples since 2.0 Ga. The
growth curves in these diagrams are based upon the assumption that the lead isotopes have evolved uninterrupted
since the formation of the Earth. This is a simplification; normally a more complex model of lead isotope
evolution is adopted, such as that of Stacey and Kramers (1975) or Kramers and Tolstikhin (1997).
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where (143Nd/144Nd)initial is the measured initial ratio
of the sample suite at the time of its formation (t) and
is calculated from the isochron. (143Nd/144Nd)CHUR,t

is the isotope ratio of CHUR at time (t) given by the
expression:

143Nd=144Nd
� �

CHUR, t
¼ 143Nd=144Nd
� �

CHUR today

� 147Sm=144Nd
� �

CHUR today

� eλt � 1
� 	

(6.15)

where λ is the decay constant of 147Sm to 143Nd and t
is the time of interest. Values for CHUR are given in
Table 6.3. It should be noted that different laborator-
ies use different normalising values for 143Nd/144Nd
and a consistent value of CHUR must be selected.
However, if this is done, then any variation in
143Nd/144Nd due to interlaboratory differences virtu-
ally disappears, making the epsilon notation a very
useful way of displaying data generated in
different laboratories.

The equations for the Hf system are similar:

εisochron, tHf ¼
176Hf=177Hf

� �
initial

176Hf=177Hf

� �
CHUR, t

� 1

2
64

3
75� 104 (6.16)

where (176Hf/177Hf )initial is the measured initial ratio
of the sample suite at the time of its formation (t) and
is calculated from the isochron. (176Hf/177Hf )CHUR,t is
the isotope ratio of CHUR at time (t) and is given by
the expression:

176Hf=177Hf
� �

CHUR, t
¼ 176Hf=177Hf
� �

ÞCHUR today

� 176Lu=177Hf
� �

CHUR today

� eλt � 1
� 	

(6.17)

where λ is the decay constant of 176Lu to 177Hf and t is
time in the past for the part of the evolution curve of
interest. Values for CHUR are given in Table 6.3.
(b) Epsilon values for individual samples at their

time of formation. The epsilon value for an individ-
ual rock sample calculated for time t, the time of
formation, is usually tabulated along with Sm–Nd
and Lu–Hf isotopic data. It is calculated using the
expressions:

εtNd ¼
143Nd=144Nd

� �
rock, t

143Nd=144Nd

� �
CHUR, t

� 1

2
64

3
75� 104 (6.18)

εtHf ¼
176Hf=177Hf

� �
rock, t

176Hf=177Hf

� �
CHUR, t

� 1

2
64

3
75 � 104 (6.19)

where the composition of CHUR at time t is calcu-
lated from Eq. 6.15 or Eq. 6.17. When calculating εNd

t

for individual samples the value for t may be taken
either from the isochron to which the samples belong
or from an independent estimate of the age using some
other geochronological technique such as a U–Pb
zircon age.
(c) Epsilon values for individual samples at the pre-

sent day. An epsilon value may also be calculated for
an individual sample at the present day using the
expression:

εtodayNd ¼
143Nd=144Nd

� �
sample today

143Nd=144Nd

� �
CHUR today

� 1

2
64

3
75� 104 (6.20)

Figure 6.17 The evolution of lead isotopes with time.
A 206Pb/204Pb versus 207Pb/204Pb plot showing the
evolution of the depleted mantle (blue curve; after
Kramers and Tolstikhin, 1997) and a HIMU mantle
source (dashed curve; after Kamber, 2015). Note
that the HIMU source has lower 207Pb/204Pb than
DM for young samples. The MORB field and the
field of initial Pb composition for crustal and mantle
rocks are indicated. The numbers on the isotope
evolution curves represent the time before the
present in Ga.
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The magnitude of the present-day εNd value reflects
the degree of time-integrated depletion in Nd rela-
tive to CHUR, as expressed by the Sm/Nd ratio (see
fSm/Nd, Section 6.3.4.6). Again, such calculations
are equally relevant to the Lu–Hf system and may
occasionally be applied to the Rb–Sr system.

6.3.4.2 Epsilon Values for Sr Isotopes

Epsilon values may be calculated from 87Sr/86Sr
ratios in exactly the same way as for Nd isotopes.
Original estimates for the 87Sr/86Sr composition of
the bulk Earth as a reference value vary signifi-
cantly, but Salters and Stracke (2004) define a
well-constrained BE composition of 0.7045
(Table 6.3). Using a realistic trace element ratio
(Rb/Sr ¼ 0.29–0.30) and assuming an initial
87Sr/86Sr of 0.69898, their BE composition yields
87Sr/86Sr values which are in agreement with values
for modern MORB.

6.3.4.3 Calculating Gamma Values for Os Isotopes

The bulk Earth has near-chondritic 187Os/188Os and
any deviations are relatively small, so a percentage
variation from CHUR is easily expressed using the
expression:

γOs ¼
187Os=188Os

� �
sample

� 187Os=188Os

� �
CHUR

187Os=188Os

� �
CHUR

� 1

2
64

3
75

� 100

(6.21)

The ‘gamma’ parameter is directly analogous to the
epsilon notation, but uses percentage of deviation
instead of parts per 104. Here we term the reference
material as CHUR; other workers use the term
‘CHON’. The two are interchangeable and reference
values are given in Table 6.3a.

6.3.4.4 Reducing Epsilon Uncertainties
on Isochron Diagrams

Points on a Sm–Nd isochron typically plot far from
the origin. In order to obtain a greater degree of
accuracy in determining the initial ratio, it is possible
to plot felsic rocks (with small Sm/Nd ratios) on the
same isochron as basic igneous rocks with larger Sm/
Nd ratios if they are cogenetic. As cogenicity is not
always established, an alternative method for redu-
cing the error associated with calculating initial ratios,
and hence epsilon values, is to translate the origin of

the 147Sm/144Nd axis from zero to the present-day
composition of CHUR (0.1960; Table 6.3) before
performing the line-fitting operation (Fletcher and
Rosman, 1982). With this translation the
147Sm/144Nd origin usually falls within the compos-
itional range of the data set and results in a more
precise determination of the intercept. This intercept
value is the present-day composition of 143Nd/144Nd
in a hypothetical sample which has the same
147Sm/144Nd as CHUR. This value may then be com-
pared with CHUR to calculate the epsilon value using
the equation:

εiNd ¼
143Nd=144Nd

� �
sample at 0:1960, today

143Nd=144Nd

� �
CHUR, today

� 1

2
64

3
75� 104

(6.22)

The definition of εiNd differs from εisochron,tNd

(Eq. 6.14), but the difference between the two calcu-
lated values in terrestrial rocks is less than 1%, or less
than 0.1 epsilon unit.

6.3.4.5 The Significance of Epsilon Values

εtNd is the ‘initial’ value of εNd in a sample at the time
of its crystallisation and is useful because it provides
information about the magma source. For example,
if an isochron calculation yields εtNd ¼ 0, the epsilon
value indicates that the magma was derived from a
mantle reservoir which had a chondritic Sm/Nd from
the origin of the Earth until time t. A positive epsilon
value for igneous rocks implies a magma derived
from a source with a greater Sm/Nd than CHUR,
that is, a depleted mantle reservoir. A negative epsi-
lon value implies a source with a lower Sm/Nd than
CHUR, that is, an enriched mantle or crustal source.
Epsilon values for individual samples may be calcu-
lated as a test of cogenicity of samples used in an
isochron plot.
Epsilon values (today) for individual samples are a

measure of the extent to which the samples are frac-
tionated relative to CHUR, as defined by the fraction-
ation factor fSm/Nd (Section 6.3.4.6). Epsilon values
vary with time and the following approximation may
be used to calculate epsilon for some time (t) in the
past from epsilon measured (today):

εtNd ¼ εNd
today �QNd f Sm=Nd � t (6.23)

where fSm/Nd is given by Eq. 6.24 and Q ¼ 25.13 Ga�1

when 146Nd/142Nd is normalised to 0.63151 (DePaolo,
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1988) or Q ¼ 25.09 Ga�1 when 146Nd/144Nd is nor-
malised to 0.7219.

6.3.4.6 The Fractionation Factor fSm/Nd

The fractionation factor (f) is the 147Sm/144Nd ana-
logue of epsilon and it is a measure of Sm/Nd enrich-
ment in a given reservoir relative to CHUR. It is often
written as fSm/Nd and is calculated from the
expression:

f ¼ 147Sm=144Ndtoday=
147Sm=144NdCHUR

� �
� 1

h i
(6.24)

Thus, an fSm/Nd value of þ0.09, as is adopted for one
model of the DM, has a time-averaged Sm/Nd which
is 9% higher than CHUR. Over time this leads to
positive εNd values for the depleted mantle. 3.8 Ga
metakomatiites from Labrador have εNd values
betweenþ0.16 andþ0.59, indicating a depleted mantle
source with a substantially higher Sm/Nd than CHUR
(Collerson et al., 1991). This is illustrated in Figure 6.18
and shows how samples with high positive fSm/Nd

values evolve to very high present-day εNd values.

6.3.4.7 Epsilon Nd Time Plots

A convenient way of plotting calculated εNd values
and eliminating inter-laboratory differences associ-
ated with generating 143Nd/144Nd is an epsilon–time
evolution diagram. This is analogous to the mantle
evolution diagram described in Section 6.3.3 and
shown in Figure 6.14. Many workers plot εNd rela-
tive to CHUR and a model DM as a means of
determining the likely mantle source of the sample
(Figure 6.9). εNd calculated for individual samples
may also be plotted, provided the age of the sample
is known. In addition, individual sample evolution
curves may be drawn for different values of fSm/Nd

(Figure 6.18).
In contrast to DM, the continental crust shows

retarded 143Nd/144Nd evolution with time relative to
CHUR and generally has negative εNd values
(Figure 6.14). The curve for Australian shales
(Figure 6.14b) is thought to approximate the evolu-
tion of average continental crust through time
(Allegre and Rousseau, 1984).

6.3.4.8 Short-Lived Isotopes and the μ Notation

(a) The 146Sm-142Nd system. 142Nd is a short-lived
isotope produced by the decay of 146Sm with a half-
life of 103 Ma. This means that 142Nd was produced
only during the first few hundred million years of
Earth history. Today 146Sm is extinct and 142Nd is
no longer produced. Evidence of 146Sm ! 142Nd
decay is recorded as a 142Nd anomaly and these are
found only in ancient rocks where they are an indica-
tor of processes which took place during the Hadean –

a time interval that is opaque to many other isotopic
methods. Modern mantle rocks do not have 142Nd
‘anomalies’, indicating that the anomalies have been
erased over geological time.
A 142Nd anomaly represents the deviation of the

measured isotopic composition from that of a stand-
ard and is expressed in ppm. The standard currently in
use is the synthetic standard JNdi-1 which represents
the average 142Nd/144Nd ratio in the Earth today.
Deviations from the standard are represented by the
symbol μ (mu), which is defined in a manner analo-
gous to that of εNd:

μ142Nd¼ 142Nd=144Ndsample

� �
= 142Nd=144Ndstandard�1
� �

�106 (6.25)

μ142Nd values may be recorded as excesses or deficits
(positive or negative anomalies) indicating an

f

f

f

Figure 6.18 The variation of fSm/Nd with time. Epsilon
evolution diagram using variable Sm/Nd ratios
(fSm/Nd). This example is for 3.8 Ga meta-komatiites
from Labrador (after Collerson et al., 1991). The
komatiites were produced from depleted mantle at
3.8 Ga with individual εNd for the samples ranging from
¼ þ0.2 to þ2.3, and with fSm/Nd varying from 0.17 to
0.59. Individual samples have evolved to present-day
epsilon values of þ16 to þ56. The metakomatiites show
extreme depletion relative to the depleted mantle
(DM, fSm/Nd ¼ 0.09) of DePaolo (1981a).
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incompatible element–depleted mantle reservoir or an
enriched crustal reservoir, respectively.

142Nd anomalies tell us that the rock sample was
originally extracted from a mantle domain in which
146Sm was ‘live’, and so within the first 300 Ma of
Earth history. Rizo et al. (2011) report lavas from the
3.7–3.8 Ga Isua Greenstone Belt in west Greenland
which record 142Nd excesses relative to the terrestrial
standard (Figure 6.19), indicating that they were
derived from a mantle source which was depleted in
incompatible elements within the first 300 Ma of
Earth history. Mafic rocks formed at 3.3 Ga from
the same area of Greenland do not show 142Nd anom-
alies, indicating that by 3.3 Ga the mantle in this
region had been homogenised (Rizo et al., 2013;
Figure 6.19). Rizo et al. (2011) also found that once
the 142Nd signature is preserved in ancient magmatic

rocks, it is not modified by post-magmatic processes,
leading them to conclude that ‘after 147Sm became
extinct (at ca 4.2 Ga) no geological process is capable
of generating 142Nd variations’.
(b) The 182Hf–182W system. The 182Hf !

182W system has a half-life of 8.9 Ma and so is valu-
able for measuring events in the first 50 Ma in the
solar system. This isotope system is important in
understanding metal-silicate differentiation processes
since W is moderately siderophile and Hf is strongly
lithophile; it has been used to estimate the time of core
formation (Schoenberg et al., 2002). In silicate
systems W is more incompatible than Hf, and so
variations in Hf/W can also result from the processes
of crystal–liquid fractionation. Tungsten isotopes are
measured as the 182W/184W isotope ratio and devi-
ations from the Alfa Aesar standard are represented
as μ values analogous to μ142Nd; μ182W is expressed in
ppm (Rizo et al., 2016).

6.3.5 Isotope Correlation Diagrams

Given the contrasting behaviour of the different iso-
topic systems outlined in Section 6.3.1, it is instructive
to investigate more than one isotope system in given a
suite of rocks. This allows us to identify correlations
between pairs of isotope ratios, which in turn lead to a
better understanding of their petrogenesis. The sim-
plest way to investigate relationships of this type is on
an isotope correlation diagram: an x–y graph on
which a pair of isotope ratios is plotted. Diagrams of
this type are used to display the contrasting compos-
itions of crust and mantle reservoirs (Figures 6.10 and
6.11) and are a means of investigating mixing pro-
cesses between sources of contrasting composition.
It is, however, unlikely that petrogenetic processes

can always be satisfactorily reduced to two dimen-
sions, and Hart et al. (1992) proposed a three-
dimensional projection of Sr–Nd–Pb isotopes for
oceanic basalts. This plot (Figure 6.20) better illus-
trates the controls on the Sr–Nd–Pb systematics of
oceanic basalts by showing the influence of specific
components. For example, the relative contributions
of EM1 in samples from the Pitcairn Islands and EM2
in samples from Samoa is notable.

6.3.5.1 Using Isotope Correlation Diagrams
and Epsilon Plots to Recognise Processes

Trends on isotope correlation diagrams are most com-
monly interpreted as mixing lines or mixing arrays.

3.3 Ga
amphibolites
Isua

JNdi-1 standard

JNdi-1 standard

–15    –10     –5        0        5       10      15       20      25

�     Nd (ppm)142

3.8 Ga
amphibolites
Isua

Figure 6.19 Variations in μ142Nd. Variations in
μ142Nd in rocks from Isua in west Greenland. Sample
compositions are plotted relative to the terrestrial
JNdi-1 standard shown as the blue shaded area. 3.8
Ga amphibolites show positive deviations in μ142Nd,
indicating their derivation from a depleted mantle
source in the Hadean; 3.3 Ga amphibolites show no
deviation from the terrestrial standard, indicating that
by this time all 142Nd was homogenised in the mantle.
(After Rizo et al., 2013; with permission from
Elsevier)
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The ‘mixing’ may occur in the source region, during
melt migration or in a magma chamber. Mixing in the
source region may involve melts from different mantle
reservoirs or melts produced by different degrees of
partial melting. Mixing during melt migration may
reflect melt–rock reaction in either the mantle or the
continental crust, and, similarly, mixing in a magma
chamber may be the result of reaction between the
magma and the wall rock of the magma chamber or
through the influx of compositionally distinct melts.
There is software to model petrological mixing pro-
cesses (see Chapter 4, Section 4.2.2), although a
simple mixing equation such as that described by
Langmuir et al. (1978) can easily be applied to isotope
ratios. Compositions that result from mixing normally
lie on a hyperbolic curve (see also Section 4.8.2),
although if the ratios have a common denominator,
as in the case of 87Rb/86Sr versus 87Sr/86Sr or
206Pb/204Pb versus 207Pb/204Pb, then mixing will pro-
duce a linear trend. This straightforward approach
can determine whether or not a hypothesis is viable
and may place constraints on end-member compos-
itions, distinguish between the mixing of sources and
the mixing of magmas, and even determine whether
mixing is recent or ancient.

(a) Mixing between sources. For a number of years
students of basalt chemistry have regarded the iso-
topic compositions of oceanic basalts as the result of

mixing of different mantle sources. This is suggested
by the linear and curvilinear arrays on isotope cor-
relation diagrams such as the Sr–Nd mantle array
(Figure 6.10) and the Pb–Pb isotope NHRL
(Figure 6.11). Similar principles apply to mixing
between crust and mantle sources, and we illustrate
this process in Figure 6.21 with a Nd–Sr isotope
correlation diagram (after DePaolo and
Wasserburg, 1979) for rear-arc basalts from the
Southern Volcanic Zone (SVZ) of the Chilean
Andes (data from Turner et al., 2017). The authors
show that there is a mismatch between the isotopic
composition of the volcanic rocks and a DM–SVZ
sediment mixing line; instead, the data define a
mixing line between DM and EM1, suggesting their
derivation from mixing between the DM and the
continental lithospheric mantle.
Mixing within the mantle and between the crust

and mantle inevitably leads to deeper questions
about mechanisms and scales of mixing and how
these relate to plate tectonic processes. This takes
us into the field of geodynamics, which we return to
in Section 6.3.6.
(b) Mixing in a magma chamber. Layered mafic

intrusions provide an opportunity to examine magma
chamber processes and the process of crustal
contamination. Wilson et al. (2017) analysed more
than 130 samples from 2000 metres of drill core from

Samoa

Figure 6.20 Three-dimensional
projection of Sr, Nd and Pb
isotopes for oceanic basalts. The
interrelationship of the four
principal mantle reservoirs is
shown in this three-dimensional
projection of Sr, Nd and Pb
isotopes for oceanic basalts (data
from Hart et al., 1992). Coherent
trends between reservoirs indicate
relative contributions of specific
sources to particular OIB systems.
For example, the compositional
field of the Pitcairn Islands
samples extends towards the EM1
component, whereas samples
from Samoa trend towards EM2.
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the lower Bushveld series in South Africa. They used
in situ LA-MC-ICPMS microanalysis of plagioclase
crystals from the Lower Zone, the Marginal Zone,
and the Basal Ultramafic Sequence (upper and lower)
to document variations in the 87Sr/86Sri(2055 Ma) ratio
between 0.7045 and 0.7073 (Figure 6.22). In detail,
this profile shows small-scale, cyclic variations super-
imposed on larger-scale variations, which they attri-
bute to sharp decreases in 87Sr/86Sri reflecting mixing
between the resident magma and the influx of a more
primitive magma.

6.3.5.2 Crustal Contamination

The phrase ‘crustal contamination’ is normally used
to describe mantle melts which have interacted with
continental crust. However, it is also used to describe
a mantle source region into which crustal material has
been introduced at some time in the past by a process
such as sediment subduction. It is important to try to
distinguish between these two possibilities.

(a)Magmatic contamination by continental crust. Pb
is the most sensitive of the radiogenic isotopes to
crustal contamination; Sr is moderately sensitive;
and Nd is the least sensitive, although the combined
application of radiogenic isotopes, stable isotopes
(Section 7.3.1.3) and trace element ratios (Section
4.6) provides the best means of understanding the
process of crustal contamination.
One helpful approach to quantifying crustal

contamination is to study continental flood basalts
on the basis that mantle-derived melts are sensitive
to contamination from the continental crust and that
the rapid emplacement of large volumes of basalt over
short periods of time limits the interaction between
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Figure 6.22 Mixing in a magma chamber. Variable
87Sr/86Sri(2055 Ma) within the lower series of the
Bushveld intrusion, South Africa (data from Wilson
et al., 2017). Compare the small-scale variations
within the upper basal ultramafic sequence (U BUS)
or the higher part of the marginal (Mar.) zone, with
the large-scale variations between them. Arrows
denote sharp decreases in 87Sr/86Sri ratios interpreted
to reflect influx of more primitive melt.

Figure 6.21 Sr–Nd isotope mixing diagram. 87Sr/86Sr
versus 143Nd/144Nd (data from Turner et al., 2017)
showing the theoretical (hyperbolic) mixing trend
between DM and sediment of the Southern Volcanic
Zone (SVZ), Chile (asterisk). The percentages indicate
the amount of sediment mixed. EM2 and altered
oceanic crust (triangle) are shown for reference. SVZ
rear-arc basalts do not lie on this mixing trend but
instead lie on a line between DM and EM1. Turner
et al. (2017) use these relationships to argue that
mixing between DM and SVZ sediment (or EM2)
cannot explain the data trend, and therefore an EM1-
like component is needed. Combining this with trace
element data, the authors suggest that this component
represents a metasomatised continental
lithospheric mantle.
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them such that both components can be recognised.
Haase et al. (2019) applied this approach to the
Deccan flood basalts in India (Figure 6.23). They
assumed that the parental magma was similar to a
Réunion basalt but identified two additional compon-
ents involved in the genesis of the Deccan magmatism.
These were a crustal component with high
206Pb/204Pb, high 87Sr/86Sri and low εNd, which they
interpreted as Archaean felsic lower crust, and a
crustal component with low 206Pb/204Pb, intermediate
87Sr/86Sri, and highly negative εNd representing a
feldspar-rich contaminant. By combining this infor-
mation with incompatible trace element ratios they
proposed a two-stage evolution for the Deccan mag-
matism in which a parental magma first stagnates in
the Archean lower crust and subsequently mixes with
a plagioclase-rich crustal component.
(b) Crustal contamination and AFC processes.

DePaolo (1981b) has shown that assimilation and
fractional crystallisation (AFC) may shift compos-
itions on an isotope correlation diagram far from
what might be expected on the basis of simple mixing.
On an Nd–Sr isotope correlation diagram simple mix-
tures will define a straight-line trend between the
magma and contaminant, whereas in AFC processes
when the bulk solid/liquid distribution coefficients for
Nd and Sr differ markedly, then there is a significant
departure from the simple mixing curve. A full discus-
sion of AFC process is given in Section 4.2.2.3.
(c) Contamination with seawater. The isotopic

composition of seawater is highly variable
(Figure 6.3). Modern seawater has a high 87Sr/86Sr
ratio (>0.709) relative to the mantle values of
MORB (Farrell et al., 1995) and a moderate concen-
tration of Sr, so the exchange of Sr between seawater
and oceanic crust will produce relatively radiogenic
87Sr/86Sr ratios in young MORB. The 187Os/188Os
ratio of modern seawater is ~1.1 (Woodhouse et al.,
1999), which is 10 times higher than the mantle

(a)

(b)

(c)

Figure 6.23 Crustal contamination of Deccan basalts.
(a) 87Sr/86Sri (66 Ma) versus εNd; (b)

206Pb/204Pb versus
εNd; and (c) 206Pb/204Pb versus 208Pb/204Pb. Deccan
flood basalts have Sr, Nd and Pb isotopic
compositions that define two compositional trends,
implying a three-component mixing scenario (after
Haase et al., 2019). The end-member compositions
include a parental Réunion basalt (black dot), crustal

Figure 6.23 (cont.) component 1 (high 206Pb/204Pb,
high 87Sr/86Sri and low εNd), and crustal component
2 indicated by the asterisk (low 206Pb/204Pb, moderate
87Sr/86Sri and highly negative εNd). Stage 1 involves
the Réunion parent melt assimilating ~10% of crustal
contaminant 1 and producing a hybrid melt (grey
dot); this leads to stage 2, when the hybrid melt
assimilates up to 50% of a plagioclase-rich
crustal component.
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value, and the precipitation of Fe- and Mn-
oxyhydroxides on submarine lavas concentrates sea-
water Os on the surfaces of sea-floor rocks and
increases the 187Os/188Os ratio. In contrast, the elem-
ents Nd and Hf are relatively insoluble in seawater,
and so isotope ratios tend to be insensitive to sea-
water contamination: 143Nd/143Nd in seawater is low
(εNd ¼ �1 to �18), whereas 177Hf/176Hf is intermedi-
ate (εNd ¼ þ8 to �4) (Rickli et al., 2009; Stichel
et al., 2012). Consequently, on a 87Sr/86Sr versus
143Nd/144Nd diagram the effect of contamination by
seawater will show enhanced 87Sr/86Sr at relatively
constant 143Nd/144Nd. Pb isotopes in seawater vary
widely (206Pb/204Pb ¼ 17.25 – 19.75, 207Pb/204Pb ¼
15.3 – 15.65, 208Pb/204Pb ¼ 37 – 39.8) and are sus-
ceptible to anthropogenic contamination.

6.3.5.3 Isotope versus Element Plots

Since an isotope ratio cannot be fractionated by
crystal–liquid equilibria and is therefore indicative of
the magmatic source, the correlation between an iso-
tope ratio and a major or trace element can be used as
a guide to the major element or trace element com-
position of the source. Typically, ratios of highly
incompatible trace elements (Section 4.6.1 and
Table 4.11) are the most useful for characterising the
elemental composition of the source region. Thus,
correlations between isotope ratios and ratios of
highly incompatible trace elements are likely to indi-
cate mixing between compositionally distinct sources.
Figure 6.24 shows the strontium isotope ratio plot-

ted against Nb/U for basalts from the Society Islands
(an EM2 source). Nb and U are highly incompatible
elements but have similar bulk partition coefficients
during mantle melting in most oceanic environments.
Consequently, the limited Nb/U ratio in oceanic
basalts should reflect the composition of their source.
As the two axes do not share a common denominator,
mixing in this diagram should define a curve rather
than a straight line (Langmuir et al., 1978). Oceanic
rocks (MORB and non-EM-OIB) have a Nb/U ratio
of ~36–67 (Hofmann, 2014) and continental crust a
ratio of Nb/U ¼ 8 (Rudnick and Fountain, 1995);
sediment has consistently higher 87Sr/86Sr ratios than
MORB and OIB. Thus, OIB containing significant
amounts of recycled sediment should be distinguished
by high 87Sr/86Sr and low Nb/U ratios, and the
observed trend towards high 87Sr/86Sr and low Nb/U
is consistent with mixing between mantle and
continental crust.

6.3.5.4 Coupled versus Decoupled
Isotope Behaviour

When covariant isotopic systems that are expected to
behave similarly do not, they are considered to be
‘decoupled’. Sm–Nd and Lu–Hf isotopes normally
represent a coupled system, but early in Earth history
they may have been decoupled with Lu–Hf isotopes
showing supra-chondritic compositions, whereas Sm–

Nd isotopes show chondritic compositions. Hoffmann
et al. (2010, 2011) suggested that Eoarchean rocks in
west Greenland were decoupled with respect to whole-
rock Nd and Hf isotopes. Caro and Bourdon (2010)
explained this observed decoupling of the Nd–Hf
systems in terms of a supra-chondritic Earth model.
However, Lu–Hf isotopes in meteoritic zircon (Iizuka
et al., 2015) support the CHUR parameters of
Bouvier et al. (2008) and recent Hf-in-zircon work
does not reproduce supra-chondritic εHf values for
the same west Greenland samples (Kemp et al.,
2019); therefore, invoking a supra-chondritic Hf res-
ervoir seems unnecessary.

6.3.6 Crust–Mantle Geodynamics

The ultimate goal of defining crust and mantle iso-
topic reservoirs is to create geodynamic models which
explain how these reservoirs have obtained their
present-day compositions and how they interact.

Figure 6.24 87Sr/86Sr versus Nb/U for basalts from the
Society Islands (data from White and Duncan, 1996;
modified after Hofmann, 2014; with permission from
Elsevier). The curved trend in the basaltic data shown
here is consistent with mixing between a depleted
mantle component represented by MORB and a
continental crustal component.
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This requires us to think about Earth processes on a
global, rather than local, scale and points to a major
success of isotope geology: linking reservoir compos-
itions to the processes that govern plate tectonics.
These include the subduction of oceanic crust and its
associated sediment, the upwelling of mantle plumes
and the recycling of continental lithosphere. We have
shown in this chapter how the study of radiogenic
isotopes in basalts and mantle peridotites allows us
to characterize mantle end-member compositions and
explore the chemical evolution of the mantle through
time. These data demonstrate how the composition of
the mantle has evolved in response to the processes of
core formation, crust extraction and the recycling of
crustal material, and it is to these themes that we
now turn.

6.3.6.1 The Secular Variation of the Mantle

We showed in Section 6.3.2 that the Earth’s mantle
can be characterised using the isotopes of Nd, Hf,
Sr, Pb and Os into four distinct reservoirs: the
depleted mantle (DM), mantle with a high
238U/204Pb ratio (HIMU) and enriched mantle res-
ervoirs (EM1 and EM2). Each of these mantle res-
ervoirs records its own ‘story’ of the processes which
have led to its current composition, although it is
important to note that to date these ‘stories’ are
only partially told. The DM is thought to record
events which relate to crust extraction, whereas the
HIMU mantle records events of U gain or Pb loss
through the in-mixing of altered oceanic crust or the
loss of lead to the core or through fluid processes.
There are also several models for the origin of the
enriched mantle (EM) which include the recycling of
crustal materials, enrichment by the migration of
mantle melts and the mixing of sub-continental
lithosphere into the mantle.

In Section 6.3.3 we described a range of ‘mantle
evolution diagrams’ which summarise how the
composition of the mantle has evolved over time
for the different isotopic systems. We proposed
that the Nd and Hf systems record, at least in part,
the process of crust extraction and that Os isotopes
can be an important tracer of recycled ancient
oceanic crust. The more complex Pb isotopes
record the evolution of mantle domains with dif-
ferent μ values over time.

Both these approaches to the composition of the
modern mantle are based upon a chondritic (CHUR)
model of the Earth, although, as we have indicated,

studies of Hf isotopes have sought to challenge this
assumption. This leads us to the starting point for all
modern geodynamic models which are the large-scale
processes which took place during the early differenti-
ation of the Earth (the reader is referred to Rollinson,
2007) and whether or not any of the Earth’s primor-
dial mantle can be recognised today.
Clues for the existence of primordial mantle come

from two recent studies. A global compilation of
3He/4He, Nd and Hf isotopic data from kimberlites
sampling the deeper mantle identified a homoge-
neous, primordial reservoir (Woodhead et al.,
2019). These workers showed that this reservoir
was global in extent and existed until about
200 Ma ago; it represents an ancient mantle source
that remained isolated from the depleted, convect-
ing upper mantle for about 2 Ga. It is very similar in
composition to CHUR and implies that bulk Earth
had a composition similar to that of enstatite chon-
drites (Bouvier and Boyet, 2016). McCoy-West
et al. (2018) also identified a primordial mantle
source in 61 Ma picrites from Baffin Island,
Canada. These picrites have Sr, Nd, Hf and Pb
isotopes that are indistinguishable from North
Atlantic MORB, but their radiogenic W and Pb
isotope compositions and their stable Fe and Zn
isotope compositions are consistent with ancient
primordial mantle.

6.3.6.2 The Genesis of the Continental Crust

The Sr–Nd isotope correlation diagram shown in
Figure 6.10 indicates that oceanic basalts are
enriched in Nd isotopes and depleted in Sr isotopes
relative to the BE, whereas the rocks of the continen-
tal crust show the opposite relationship. This inverse
relationship suggests that the continental crust and
the mantle source of oceanic basalts are complemen-
tary reservoirs of Nd and Sr isotopes. This concept
forms the basis for the mass-balance modelling of the
relationship between crust, mantle and the original
bulk Earth composition.
In addition to compositional constraints, the

timing of crustal genesis can be addressed by the
combined study of U–Pb and Hf isotopes in zircon.
The key issue here is identifying juvenile crust. This
can be done by using the U–Pb zircon age combined
with the initial 176Hf/177Hf ratio and model age of
the same zircon. Where these agree, a link can be
made between igneous activity and the generation
of new crust.
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Figure 6.25 summarises a number of crustal
growth curves for the production of juvenile crust
throughout Earth history. There are two extreme
scenarios which bracket the full range of models.
The first scenario suggests that crustal growth over
time is represented by the amount of crust existing
today (Goodwin, 1996) and the second presumes
that most of the Earth’s crust had been formed by
about 4 Ga (Armstrong, 1981). The precise timing
of the formation of the continental crust is still
debated (Rollinson, 2017) and is linked to the even
larger question of when precisely plate tectonics

commenced on the Earth. Technological advances
in mass spectrometry have driven this subject for-
ward, and future investigations integrating micro-
structural, age and isotope tracer information from
multiple isotope systems are likely to lead to con-
tinued advances in this field.

6.3.6.3 Crust and Mantle Mass-Balance Models

We have shown in this chapter the power of radio-
genic isotopes in aiding our understanding of the
large-scale processes operating in the Earth today.
These lead to the development of geodynamic
models for the Earth. Such models aim to set limits
on the proportion of mantle involved in the forma-
tion of the continental crust, offer insights into the
nature of mantle convection and seek to measure
the rates of geological processes in order to under-
stand how the composition of the Earth’s mantle
has changed with time.
Early models such as the plumbotectonics of Doe

and Zartman (1979) were based upon a single isotope
system, whereas today geochemical mass-balance
calculations incorporate the findings of multiple
radiogenic isotope systems as well as the results of
trace element and stable isotope studies. More recent
studies represent exchanges between different crust
and mantle reservoirs in terms of geochemical cycles
and geochemical box models. Geochemical cycles are
normally developed for a single element and may
show cycling over a short or long time scale. Short
time-scale cycles normally incorporate the reservoirs
of the Earth’s surficial environment as well as the deep
Earth, whereas long time-scale cycles focus on the
deep Earth reservoirs. Studies of this type are aug-
mented by geochemical box models which focus on
the mass flows between the different reservoirs (see,
e.g., Coltice et al., 2000). However, in order to fully
understand these short- and long-term cycles we need
the help of stable isotope geochemistry. This is the
topic to which we now turn.

Figure 6.25 The growth of the continental crust
through time. Curve 1 shows the volume of
observable continental crust today (Goodwin, 1996).
Curves 2–4 represent inferred crustal growth or
juvenile crustal production over time (2, Condie and
Aster, 2010; 3, Belousova et al., 2010; 4, Dhuime
et al., 2010). Curve 5 is Armstrong’s (1981) steady-
state model. The shaded region represents other
crustal growth curves from Viezer and Jansen (1979),
McLennan and Taylor (1982), Patchet and Arndt
(1986), Chase and Patchett (1988) andMcCulloch and
Bennett (1994). Note the change in the rate of crust
production after about 3 Ga, indicated by the vertical
bar, for most models in the shaded region and models
2 and 4.
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7 Using Stable Isotope Data

7.1 Introduction

Most naturally occurring elements consist of more
than one stable isotope. In geochemistry the stable
isotope systems of interest are those of the light elem-
ents H, C, N, O and S. These elements have been the
subject of geochemical investigations for many
decades and are termed the traditional stable isotopes.
These are elements in which the mass difference
between the different stable isotopes is sufficiently
large to allow them to be fractionated through phys-
ical processes on the basis of their mass differences
and in which the rarer isotope is of sufficient abun-
dance to be measurable. They are often the main
constituents of geologically important fluids and so
provide the opportunity to study both the fluids and
the effects of fluid–rock interaction.

Conventionally traditional stable isotopes are con-
verted into a gas (usually H2, CO2 or SO2) for the
purposes of isotopic analysis, and the mass differences
measured in a mass spectrometer. With such com-
monly occurring elements as H, C, N, O and
S contamination during sample preparation and
analysis is a particular problem and great care must
be taken to ensure clean sample handling.
Increasingly, ion-beam and laser technologies are
being used to obtain a finer spatial resolution of iso-
topic compositions in small samples. Traditional
stable isotope studies typically measure the isotopic
composition of a molecule or compound such as
H2O or CO2 rather than the single element. This
means that there are a number of different possible
isotopic combinations within a single molecule. For
example, carbon dioxide can exist as 12C16O2 (mass
44), as 13C16O2 or 12C17O16O (both mass 45), and
there are many more possibilities. These different
molecules are known as isotopologues; that is, they
are molecules that differ from one another only in
isotopic composition and may have the same or dif-
ferent masses. However, their abundances vary
greatly. In the example given above, 12C16O2 makes
up 98.4‰ of naturally occurring CO2, whereas
13C16O2 and 12C17O16O form only 1.11‰ and 748
ppm, respectively.

With the advent of multi-collector ICP-MS technol-
ogy, a number of elements with higher atomic
numbers, whose stable isotope variations had been
regarded previously as too low to measure accurately,
have been shown to have natural isotopic variations
and added to the geochemical toolbox. These are
often termed the non-traditional stable isotopes.
Many occur as trace elements, some are redox sensi-
tive, and some are biologically active, and because of
their metallic nature some represent different bonding
environments from the traditional covalently bonded
stable isotopes. There are a large number of elements
crowding into this field, with others emerging. Here
we consider five of the non-traditional stable isotopes –
the light elements Li, Mg and Si and the heavier
elements Cr and Fe – to illustrate their diverse appli-
cations in modern geochemistry.
In this chapter we first consider in Section 7.2 some

of the key principles behind interpreting stable isotope
geochemistry, then in Section 7.3 there is a discussion
of the application of the traditional stable isotopes H,
C, N, O and S. This is followed in Section 7.4 by a
discussion of the application of the non-traditional
stable isotopes Li, Mg, Si, Cr and Fe. More detailed
treatments of the traditional stable isotopes are given
by Valley et al. (1986), Taylor et al. (1991), Sharp
(2017) and Hoefs (2018), and for the non-traditional
stable isotopes, Teng et al. (2017a).

7.2 Principles of Stable Isotope
Geochemistry

7.2.1 Notation

7.2.1.1 Isotope Ratios: The δ Value

Stable isotope ratios are measured relative to a
standard, and because the relative differences are
normally very small, they are expressed in parts per
thousand (informally as ‘per mil’): ‰. The isotope
ratio is expressed as a δ (delta) value, or del value as
it is sometimes colloquially called. Using oxygen iso-
topes as an example, the δ value is calculated as
follows:

219



δ18O‰ ¼ 18O=16O sampleð Þ�18O=16O standardð Þ=
18O=16O standardð Þ

h i
�1000 (7.1)

Thus a δ18O value of þ10.0‰ means that the sample
is enriched in the 18O/16O ratio relative to the standard
by 10 parts in thousand and is isotopically ‘heavy’.
Similarly, a negative value of �10.0‰ means that the
sample is depleted in the 18O/16O ratio relative to the
standard by 10 parts in a thousand and is
isotopically ‘light’.

7.2.1.2 The Fractionation Factor α

The fractionation of an isotope between two sub-
stances A and B can be defined by the fractionation
factor

αA�B ¼ ratio in A=ratio in B (7.2)

For example, in the reaction in which 18O and 16O are
exchanged between magnetite and quartz, the frac-
tionation of 18O/16O between quartz and magnetite
is expressed as

αquartz�magnetite ¼ 18O=16O
� �

in quartz
= 18O=16O
� �

in magnetite

� �

where ‘18O/16O in quartz’ and ‘18O/16O in magnetite’
are the measured isotopic ratios in coexisting quartz
and magnetite. If the isotopes are randomly distrib-
uted over all the possible atomic positions in the
compounds measured, then α is related to an equilib-
rium constant K such that

α ¼ K1=n (7.3)

where n is the number of atoms exchanged. Normally,
exchange reactions are written such that only one
atom is exchanged, in which case α ¼ K, and the
equilibrium constant is equivalent to the
fractionation factor.
Values for α are close to unity and typically vary in

the third decimal place. Most values therefore are of
the form 1.00X. For example, the fractionation factor
for 18O between quartz and magnetite at 500�C is
1.009 (Javoy, 1977). This may be expressed as the
third decimal place value – the per mil value – such
that the quartz–magnetite fractionation factor is 9 (or
9.0 per mil). A useful mathematical approximation for
the fractionation factor α stems from the following
relationship:

1000 ln 1:00Xð Þ eX (7.4)

In the case cited above where α ¼ 1.009, 1000 ln α ¼
9.0. Experimental studies have shown that 1000 ln α is
a smooth and often linear function of 1/T2 for
mineral–mineral and mineral–fluid pairs. This gives
rise to the general relationship for the fractionation
factor

1000 ln αmineral 1�mineral 2 ¼ A 106=T2� �þ B (7.5)

where T is in Kelvin and A and B are constants,
normally determined by experiment. In the case of
the quartz–magnetite pair the values for A and B are
6.29 and 0, respectively (Chacko et al., 2001), giving
the expression:

1000 ln αquartz�magnetite ¼ 6:29� 106=T2

A further useful approximation is the relationship
between 1000 ln α and measured isotope ratios
expressed as δ values. The difference between the δ
values for two minerals is expressed as Δ which
approximates to 1000 ln α, when the δ values are less
than 10. In the case of oxygen isotopic exchange
between quartz and magnetite,

Δqz�mgt ¼ δqz � δmgt e 1000 ln αqz�mgt (7.6)

When δ values are larger than 10, then the following
expression should be used:

αA�B ¼ 1000þ δAð Þ= 1000þ δBð Þ (7.7)

A range of approaches is used to obtain stable
isotope fractionation factors. These include theoret-
ical calculations based upon models of atomic struc-
ture and bond strength, experimental studies, and
empirical investigations based upon well-studied nat-
ural samples (see Chacko et al., 2001, for a review;
Sharp 2017). These authors also provide a helpful
compilation of self-consistent, experimentally deter-
mined mineral–mineral fractionation factors (values
for A) for oxygen isotopes, which is summarised here
in Table 7.1.
Isotopic fractionations between minerals and melt

vary as a result of the changing composition of the
melt. Mineral–melt fractionations are defined in the
same way as for mineral pairs (Eq. 7.2) and these
values are particularly useful when seeking to calcu-
late the stable isotope composition of a melt from the
isotopic composition of one or more refractory or
phenocryst phases. Other approaches used to measure
the isotopic composition of a melt include the direct
measurement of the fresh glass, or to treat the melt as
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a mixture of normative minerals with a fractionation
factor calculated from the weighted average of the
fractionation factors of the normative minerals
(Bindeman, 2008).

7.2.2 Equilibrium Stable
Isotope Fractionation

One of the most fundamental concepts behind stable
isotope fractionation is that the mass of an atom
affects its translational, rotational and vibrational
motions and thus the strength of its chemical bonds.
Most isotopic fractionations are the result of equilib-
rium effects and follow the rules of equilibrium
thermodynamics. This means that equilibrium frac-
tionation between two phases is based upon the dif-
ferences in the bond-strength of the different isotopes
of the element. The heavier isotope will form the
stronger, stiffer bond. So that when an isotope is
partitioned between two minerals in an exchange reac-
tion such as

2Si16O2 þ Fe318O4 ¼ 2Si18O2 þ Fe316O4

the heavier isotope will partition into the mineral with
the higher ionic potential. In the case of the fraction-
ation of 18O between quartz and magnetite, it is the
quartz, which contains small highly charged Si4+, that

is enriched in 18O, and the magnetite is 18O-deficient.
The relationship between bond strength and isotopic
fractionation was illustrated by Bindeman (2008),
who gives the example of a granite at 850�C with a
whole rock δ18O value of 7.8‰ which shows decreas-
ing δ18O of its constituent minerals according to the
increasing number of non-Si–O bonds in the mineral
as follows:

quartz 8:2‰ð Þ> albite�Kfsp 7:5‰ð Þ> anorthite 6:6‰ð Þ
> zircon 6:4‰ð Þ� pyroxene 6:3‰ð Þ � amphibole

� biotite� garnet� olivine 6:1‰ð Þ> sphene 5:4‰ð Þ
� ilmenite 4:9‰ð Þ> apatite�magnetite 3:5‰ð Þ

It is evident from the above that the oxygen isotope
composition of plagioclase is a function of its
anorthite content.
It was shown in Eq. 7.5 that there is an important

temperature control on isotopic fractionation leading
to an obvious application in isotopic thermometry.
Relative volume changes in isotopic exchange reac-
tions, on the other hand, are very small, except for
hydrogen isotopes, and therefore there is a minimal
pressure effect. Clayton (1981) showed that at pres-
sures of less than 20 kb the effect of pressure on
oxygen isotope fractionation is less than 0.1‰ and
lies within the measured analytical uncertainties.

Table 7.1 Oxygen isotope fractionation between mineral pairsa

Cc Ab Ms F-
Phl

An Phl Ap Zn Alm Di Gr Gh Ttn Fo Ru Mt Pv

Qz 0.38 0.94 1.37 1.64 1.99 2.16 2.51 2.64 2.71 2.75 3.15 3.50 3.66 3.67 4.69 6.29 6.80
Cc 0.56 0.99 1.26 1.61 1.78 2.13 2.26 2.33 2.37 2.77 3.12 3.28 3.29 4.31 5.91 6.42
Ab 0.43 0.70 1.05 1.22 1.57 1.70 1.77 1.81 2.21 2.56 2.72 2.73 3.75 5.35 5.86
Ms 0.27 0.62 0.79 1.14 1.27 1.34 1.38 1.78 2.13 2.29 2.30 3.32 4.92 5.43
F-Phl 0.35 0.52 0.87 1.00 1.07 1.11 1.51 1.86 2.02 2.03 3.05 4.65 5.16
An 0.17 0.52 0.65 0.72 0.76 1.72 1.51 1.67 1.68 2.70 4.30 4.81
Phl 0.35 0.48 0.55 0.59 0.99 1.34 1.50 1.51 2.53 4.13 4.64
Ap 0.13 0.20 0.24 0.64 0.99 1.15 1.16 2.18 3.78 4.29
Zn 0.07 0.11 0.39 0.86 1.02 1.03 2.05 3.65 4.16
Alm 0.04 0.32 0.79 0.95 0.96 1.98 3.58 4.09
Di 0.28 0.75 0.91 0.92 1.94 3.54 4.05
Gr 0.47 0.63 0.64 1.66 3.26 3.77
Gh 0.16 0.17 1.19 2.79 3.30
Ttn 0.01 1.03 2.63 3.14
Fo 1.02 2.62 3.13
Ru 1.60 2.11
Mt 0.51

aValues are the coefficients for Eq. 7.5, where A and B are the minerals listed along the x and y axes of the table, respectively. The
values are from the experimental and empirical studies of Chacko et al. (2001) and Valley (2003).
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The absence of a significant pressure effect on stable
isotope fractionation means that isotopic exchange
reactions can be investigated at high pressures where
reaction rates are fast and the results extrapolated to
lower pressures.
There is also some evidence for crystallographic

controls on isotope fractionation in minerals. Heavy
isotopes are concentrated in more closely packed
crystal structures as illustrated by the fractionation
of carbon isotopes between diamond and graphite
and 18O between α- and β-quartz. In calcite, crystal
faces from different crystallographic forms have dif-
ferent isotopic compositions indicating that different
surfaces in the same crystal can have slightly differ-
ent bonding characteristics which are sufficient to
fractionate the isotopes of oxygen and carbon
(Dickson, 1991).

7.2.3 Kinetic Controls on Stable
Isotope Fractionation

Kinetically controlled stable isotope fractionation
reflects the readiness of a particular isotope to react
and can be important in identifying particular phys-
ical and biological processes. For example, in a phys-
ical process such evaporation, an isotopically light
molecule will have a slightly greater velocity than an
equivalent heavy molecule. Kinetic isotope effects are
often associated with fast, incomplete or unidirec-
tional processes such as evaporation, diffusion and
dissociation reactions, and unlike equilibrium pro-
cesses they do not follow well-understood thermo-
dynamic rules. Typically, they are more important in
low-temperature geochemistry and are rarer at high
temperatures. During distillation the light isotopic
species is preferentially enriched in the vapour phase
according to the Rayleigh fractionation law (Section
4.2.2) as is found in the fractionation of δ18O and δD
in rainwater and ice.
When isotopic fractionation takes place as a result

of diffusion, there is a kinetic effect whereby the light
isotope is enriched relative to the heavy in the direc-
tion of transport indicating the mass dependence of
this process (Watkins et al., 2017). At high tempera-
tures diffusion-controlled isotopic fractionation can
be important when interpreting the results of oxygen
isotopes as thermometers or in experiments where
high-temperature processes have not reached equilib-
rium. At lower temperatures isotopes can be fraction-
ated by adsorption onto clay minerals in sediments.

For example, isotopically lighter hydrogen, oxygen
and sulphur may be preferentially adsorbed onto clay,
leading to isotopic enrichments in formation waters
(Ohmoto and Rye, 1979).
Kinetically controlled stable isotope fraction-

ation is particularly important during biological
processes and so is relevant to all the traditional
stable isotope systems. Products from bacterial
reactions tend to be enriched in in the light isotope
because the dissociation energies are lower and
bonds more easily broken. For example, the bacter-
ial reduction of seawater sulphate to sulphide pro-
ceeds 2.2‰ faster for the light isotope 32S than for
34S. For the reactions

32SO4
�2 ! H2

32S with a reaction rate of k1ð Þ
34SO4

�2 ! H2
34S with a reaction rate of k2ð Þ

the rate constant k1 is greater than the rate constant
k2 and the ratio k1/k2 ¼ 1.022 (Rees, 1973). The
effects of this fractionation in a closed system may
be modelled using the Rayleigh fractionation equa-
tion (Section 4.2.2).

7.2.4 Mass-Independent Stable
Isotope Fractionations

Some elements have more than two stable isotopes.
For example, oxygen has three isotopes – 16O,
17O and 18O – and sulphur has four – 32S, 33S,
34S and 36S. Given that isotope fractionations are a
function of the mass difference between the isotopes,
we might expect the fractionation of 17O relative to
16O to be half that of 18O relative to 16O. Broadly, this
mass-dependent fractionation is found to be the case,
although with some minor differences because of the
complex way in which fractionation factors relate to
isotopic mass. For this reason the fractionation of
17O/16O relative to 18O/16O is 0.52, rather than pre-
cisely 0.5. However, there are some rare circumstances
in which isotopic fractionation does not follow this
pattern and instead represents the process of mass-
independent fractionation. This has been found in the
case of oxygen isotopes and sulphur isotopes where
they occur in the upper atmosphere.
In geochemistry the recognition of mass-

independent fractionation in the sulphur isotope
system has huge importance. In this system mass-
independent fractionation is quantified using the
Δ-notation in the expressions
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Δ33S ¼ δ33S� 1000 1þ δ34S=1000
� �0:515 � 1

� �
(7.8)

Δ36S ¼ δ36S� 1000 1þ δ34S=1000
� �1:91 � 1

� �
(7.9)

where 0.515 represents the fractionation of 33S to
34S and 1.91 represents the fractionation of 36S to
34S. These terms may be obtained by calculating the
slope for pairs of measured δ3xS values in natural
materials (see Farquhar and Wing, 2003, figure 2).
In the modern Earth, Δ33S and Δ36S are zero, but in
the early history of the Earth they have both positive
and negative values (Farquhar and Wing, 2003). One
helpful way of presenting the data is to plot a
δ34S versus Δ33S diagram (Figure 7.24) as this shows
the degree of mass-independent fractionation relative
to that of mass-dependent fractionation.

Current thinking attributes the mass-independent
fractionation of sulphur isotopes to photochemical
reactions in the upper atmosphere (Ono, 2017); see
Section 7.3.4.4. The changing pattern of mass-
independent sulphur isotope evolution over time is
therefore thought to relate to the chemical evolution
of the Earth’s atmosphere. Experimental studies show
that photolysis reactions in the ultraviolet range are
capable of producing large mass-independent fractio-
nations. This observation suggests that Earth’s ozone
layer, which protects the planet from damaging ultra-
violet radiation, was not present in the early Earth,
supporting the view that the Earth’s early atmosphere
was not oxygenic.

7.2.5 Clumped Isotopes

A relatively recent finding in stable isotope geochem-
istry is that there is a tendency for isotopologues
containing rare heavy isotopes to concentrate more
than one rare isotope in a given molecule. These
‘multiply substituted isotopologues’ have been termed
‘clumped isotopes’, the term ‘clumped’ indicating that
two rare isotopes are bonded together (Eiler, 2007).
The concentrations of such isotopologues are
extremely low and present certain analytical chal-
lenges. In the past the assumption had been that the
different isotopologues of a given molecule are ran-
domly distributed according to their abundances in
nature, whereas the recent finding is that heavy iso-
tope isotopologues are more abundant than predicted
from a purely random distribution. This can be
explained by the preferential bonding of heavy iso-
topes in a given molecule leading to the ‘clumping’ of

heavy isotopes into multiply substituted isotopologues
at the expense of singly ubstituted isotopologues
(Eiler, 2007).
Clumped isotope analysis uses the Δ notation to

express deviation of the measured amount from that
expected from the stochastic distribution. Values may
be positive or negative. One of the most commonly
measured values is the Δ47 value for CO2, which largely
reflects variations in abundance of 13C18O16O ¼
mass 47. The Δ47 value of CO2 can be calculated from
the expression

Δ47 ¼ R47=R47� � 1
� �� R46=R46� � 1

� ��
�R45=R45� � 1Þ� � 1000 (7.10)

where R47, R46 and R45 are the 47/44, 46/44, 45/44
ratios, respectively, for CO2 and R47*, R46* and R45*

are the corresponding ratios if the sample had a stochastic
distribution and are calculated from measured abun-
dance ratios (see Eiler, 2007, for details). Inasmuch as
clumped isotopes use the Δ notation, they might be con-
sidered similar to mass-independent isotope measure-
ments. However, the two are very different. Clumped
isotopes measure the deviation from the expected
random distribution, whereas mass-independent isotope
measurements record deviations from values expected
from mass-dependent fractionation.
One of the main applications of clumped isotope

studies is in low-temperature carbonate thermometry,
giving rise to the field of ‘carbonate clumped isotope
thermometry’. The formation of carbonate ions con-
taining the heavy isotopes 13C and 18O is temperature-
dependent but is independent of the fluid or mineral-
ogical context in which the exchange reaction takes
place. This allows, for example, foraminifera to be
used to calculate former ocean temperatures
(Meinicke et al., 2020). The novelty of this method-
ology means that it continues to develop both in the
application of new technologies for the precise meas-
urement of small isotopic difference and in the refine-
ment of the equilibrium reaction to take account of
impurities in the carbonate phases (Hill et al., 2020).

7.3 Traditional Stable Isotopes

7.3.1 Oxygen

The ‘vital statistics’ of oxygen isotopes, summarising
the range of isotopes, the measured isotope ratio, the
standards used and the range of natural compositions,
are summarised in Box 7.1.
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Box 7.1 Oxygen isotopes
.................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

16O ¼ 99:763‰
17O ¼ 0:0375‰
18O ¼ 0:1995‰

Measured isotope ratio

δ18O‰ ¼ 18O=16O sampleð Þ�18O=16O standardð Þ
� �

=18O=16O standardð Þ
h i

� 1000 (7.11)

Standard

Vienna Standard Mean Ocean Water (VSMOW), which has an absolute 18O/16O ratio of 0.020052
(Baertschi 1976)

PDB: a belemnite from the Cretaceous Peedee formation of South Carolina (used for low-temperature
carbonates)

δ18OVSMOW‰ ¼ 1:03091∗δ18OPDB‰þ 30:91

Mantle value

δ18O‰ ¼ 5:7� 0:2

Variations in nature
See Figure 7.1.

Sedimentary rocks
Diatoms
Carbonates
Pelagic clays
Sandstones and clastic

Metamorphic rocks
Greywackes
Siliclastics

Seawater
Meteoric water

Major rhyolites
Granites based on zircon

Ultramafic rocks
Peridotites
Pyroxenites
Mantle eclogites

Basaltic rocks
MORB
IAB intraoceanic
OIB
LIP basalts

Andesites
Continental arcs
Oceanic arcs

Rhyolites

�   O‰, VSMOW      18

0             10            20            30

mantle
value

–65

Figure 7.1 The distribution of oxygen isotopes
in the major terrestrial reservoirs relative to the
Earth mantle (δ18O‰ ¼5.7 � 0.2 VSMOW).
(After Bindeman, 2008; with permission from
the Mineralogical Society of America)
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Oxygen is liberated from silicates and oxides
through laser-fluorination and then reduced to CO2

at high temperature for measurement in a gas source
mass spectrometer. In carbonates carbon dioxide is
liberated with >103‰ phosphoric acid. When oxygen
isotope ratios are determined in water, the sample is
equilibrated with a small amount of CO2 and the
oxygen isotope ratio in the CO2 is measured. From
the known water–CO2 fractionation factor the
18O/16O ratio in the water is calculated. Isotopic meas-
urements are carried out using gas source mass spec-
trometry with a precision of the order of 0.1‰ (Sharp,
2017). In situ oxygen isotope analysis is also routinely
carried out by ion microprobe with a precision of
0.15–0.24‰.

In this section we consider the extent to which
oxygen isotopes vary in nature, their use in high-
temperature and low-temperature thermometry and
their application to the understanding of magmatic
processes. In particular, we consider the process
of crustal contamination and how it might be
demonstrated on oxygen isotope–radiogenic isotope
diagrams.

7.3.1.1 Variations of δ18O in Nature

δ18O values vary in nature by about 100‰ with about
half of this range occurring in meteoric water
(Figure 7.1). Evidence from the analysis of ocean
basalts indicates that the mantle δ18O value is 5.7 �
0.2‰ (Bindeman, 2008), similar to the value for lunar
basalts and constant over geological time (Taylor,
1980). The bulk δ18O value of chondritic meteorites
is similar or slightly lighter than that of the Earth’s
mantle. Felsic magmas show a broader and more
positive range of δ18O values than is found in mafic
and ultramafic rocks, and, similarly, sedimentary
rocks and meta-sediments are isotopically heavier
than mafic rocks and the mantle. Natural waters have
very variable oxygen isotope compositions, as dis-
cussed below in Section 7.3.2.3, and some water types
have strongly negative values relative to the
VSMOW standard.

From these observations we can infer that crustal
rocks with high δ18O values (i.e., those that are iso-
topically heavy) must have experienced some inter-
action with or were in part derived from high-
δ18O metasedimentary silicate rocks such as meta-
pelites or greywackes. Equally, there are a smaller
number of crustal rocks which have unusually low
δ18O values, that is, below mantle values. These are

thought to represent samples which have interacted
with a low-δ18O reservoir, the main contender for
which is meteoric water. This interaction could be
through the hydrothermal alteration of the parent
rocks or the metamorphism and/or re-melting of
hydrothermally altered source materials (Ryan-Davis
et al., 2019). In both instances it is evident that rocks
which deviate significantly away from mantle values
must have experienced some interaction with mater-
ials at the Earth surface, illustrating the way in which
oxygen isotopes can be a useful monitor of the process
of crustal assimilation and contamination. This was
demonstrated by Bindeman (2008), who showed that
the assimilation of high-δ18O supracrustal materials
and low-δ18O hydrothermally altered rocks gives rise
to high- and low-δ18O magmas, respectively
(Figure 7.2).
A particularly important means of recovering the

δ18O value of a magma is through the measured
oxygen isotope composition of the minerals zircon
and quartz. This is possible because (i) these minerals
preserve their δ18O even through high grades of
metamorphism (Valley, 2003) and (ii) at high
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Figure 7.2 A δ18O versus SiO2 plot showing the field
of mid-ocean ridge basalts (MORB) and the normal
array of intermediate to felsic magmas. Also shown
are the manner in which high-δ18O melts are
produced by the assimilation of high-δ18O
supracrustal materials and low-δ18O melts are the
product of the assimilation of low-δ18O
hydrothermally altered rocks. (After Bindeman, 2008;
with permission from the Mineralogical Society of
America)
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temperatures the fractionation of δ18O between zircon
or quartz and melt is small (Figure 7.3). An empirical
study by Bindeman and Valley (2002) suggests that
the δ18O of a rhyolitic melt is about 2‰ higher than
that of the zircon at ~750�C and slightly less at higher
temperatures. Similarly, the δ18O of quartz almost
mirrors that of the melt, in particular, at temperatures
>850�C (Bindeman, 2008). This approach is particu-
larly important in the study of detrital zircons where
their magmatic provenance is unknown (Valley,
2003).

7.3.1.2 Oxygen Isotope Thermometry.

One of the first applications of the study of oxygen
isotopes to geological problems was to geothermome-
try. In 1947 Urey suggested that the enrichment of

18O in calcium carbonate relative to seawater was
temperature-dependent and could be used to deter-
mine the temperature of ancient ocean waters. The
idea was quickly adopted, and palaeo-temperatures
were calculated for the Upper Cretaceous seas of the
Northern Hemisphere. Subsequently, a methodology
was developed for application to higher-temperature
systems based upon the distribution of 18O between
coexisting mineral pairs. An excellent review of the
methods and applications of oxygen isotope
thermometry is given by Clayton (1981).
The expression summarising the temperature

dependence of oxygen isotope exchange between a
mineral pair was given above as Eq. 7.5 and is sum-
marised in the expression

1000 ln αmineral 1�mineral 2 ¼ A 106=T2� �þ B

where T is in Kelvin and A and B are constants. Often
the ‘B’ term is zero, making the fractionation factor
simply a function of 1/T2.
Empirical observations indicate that a graph of ln α

versus 1/T2 is linear over a temperature range of sev-
eral hundred degrees (Figure 7.3) and a plot of this
type for a pair of anhydrous phases should pass
through the origin. Isotopic fractionations decrease
with increasing temperature, and so oxygen isotope
thermometers might be expected to be less sensitive at
high temperatures. However, experimental studies are
most precise at high temperatures (see, e.g., Clayton
et al., 1989), and so thermometers have been cali-
brated for use with igneous and metamorphic rocks.
Temperature estimates are most reliable for mineral
pairs with large 1000 ln α values, such as the mineral
pair quartz–magnetite (Figure 7.3).
(a) High-temperature applications of oxygen isotope

thermometry. Initially, it was thought that oxygen
isotope thermometry in igneous and metamorphic
rocks had a number of advantages over conventional
cation-exchange thermometry since there was the
potential for oxygen isotopic exchange to be measured
between many different mineral pairs in a single rock.
However, subsequent studies have shown that the re-
equilibration of oxygen isotopes between mineral
pairs during cooling means that peak conditions in
metamorphic rocks and magmatic temperatures in
igneous rocks are not always recorded. This means
that for oxygen isotope thermometry to reliably
record high-temperature events, the minerals exam-
ined must be primary and unaltered; they must have
not experienced exchange with a fluid phase; and the
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rock or magma cooled quickly so the measured iso-
tope values are quenched and do not represent later
diffusion. These conditions are rarely met for meta-
morphic and plutonic rocks, although they can be
applied to fresh volcanic rocks containing
quenched phenocrysts.

Several tests have been proposed for the reliability
of oxygen isotope thermometry, the most useful of
which is the concordance test and is based on the
observation that there are potentially a large number
of thermometers available in a single rock. The
method uses mineral-pair measurements plotted on
an isotherm plot in order to examine concordance
between the different mineral-pair measurements and
to assess the extent of isotopic equilibrium (Javoy
et al., 1970; Huebner et al., 1986; Gregory et al.,
1989). Isotopic equilibrium is measured relative to a
straight line with a slope ¼ 1.0, and any departure
from this trend is indicative of isotopic disequilibrium.

Currently, the main application of high-
temperature oxygen isotope thermometry is focused
on refractory mineral pairs in which oxygen diffusion
rates are low and which have seen no interaction with
fluids. The selection of suitable mineral pairs therefore
must be made on the basis of the expected tempera-
ture range to be determined in the light of diffusion
rates and mineral closure temperatures (Valley, 2001).
Suitable minerals include aluminosilicates, magnetite,
garnet and rutile in quartzite, and magnetite, titanite
and diopside in marble. In igneous rocks the minerals
quartz and zircon may be used in silicic rocks and
olivine in mafic rocks (Valley, 2001). A plot of meas-
ured and empirical mineral–mineral and mineral–melt
fractionations versus temperature is shown in
Figure 7.3, and a table of relevant fractionation
factors is given in Table 7.1 (after Chacko et al.,
2001, and Valley, 2003). A recent addition to these
fractionation factors is the work of Lacroix and
Vennemann (2015), who made an empirical estimate
of the fractionation between quartz and Fe–Mg chlor-
ites. They show that for the temperature range
240–550�C,

1000 ln αquartz�chlorite ¼ �0:01323 �0:002ð Þ � T oCð Þ
þ 10:97 �0:92ð Þ

(7.12)

(b) Low-temperature applications of oxygen isotope
thermometry. The earliest application of oxygen iso-
topes to geological thermometry was in the determin-
ation of ocean palaeotemperatures. The method

assumes isotopic equilibrium between the carbonate
shells of marine organisms and ocean water and uses
the equation of Epstein et al. (1953). This equation is
still applicable despite some proposed revisions
(Friedman and O’Neill, 1977):

ToC ¼ 16:5� 4:3 δc � δwð Þ þ 0:14 δc � δwð Þ2 (7.13)

where δc and δw are respectively the δ18O of CO2

obtained from CaCO3 by reaction with H3PO4 at
25�C and the δ18O of CO2 in equilibrium with the
seawater at 25�C. The method assumes that the
oxygen isotopic composition of seawater was the same
in the past as today, an assumption which has fre-
quently been challenged and which does not hold
for parts of the Pleistocene when glaciation removed

Box 7.2 Example of an oxygen isotope thermometer calculation
...............................................................................................................................................................................................................................................................................

A coexisting quartz–orthopyroxene pair from a
granulite facies metapelite (Huebner et al., 1986,
sample Bb25c) has the following measured
compositions:

δ18Oquartz ¼ 10:2‰

δ18Oorthopyroxene ¼ 7:9‰

The temperature dependence on the fractionation
of 18O between quartz and pyroxene (we use the
diopside value as an approximation) – see
Table 7.1 and Eq. 7.5 – is

1000 ln αqz�pxn ¼ 2:75� 106=T2

Since the δ value for quartz is >10.0, in this case
we use Eq. 7.7

αA�B ¼ 1000þ δAð Þ= 1000þ δBð Þ
thus

αquartz�pyroxene ¼ 1010:2=1007:9 ¼ 1:00228

and

1000 ln α ¼ 2:279

From the thermometer equation (7.5)

2:279 ¼ 2, 750, 000=T2

T ¼ 1098 K, or 825oC:
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18O-depleted water from the oceans (Clayton, 1981).
The method also assumes that the isotopic compos-
ition of oxygen in the organism is the same as in
seawater and ignores any species specific ‘vital effects’,
and that there has not been any post-burial isotopic
exchange with sediment pore water. Because the tem-
peratures of ocean bottom waters vary as a function of
depth, it is also possible to use oxygen isotope
thermometry in palaeobathymetry to estimate the
depth at which certain benthic marine fauna lived.
Using these methods, the careful analysis of deep

sea sediment cores has allowed us to reconstruct past
ocean temperatures and thus past climates over at
least 800,000 years and shows the cyclicity of glacial
and interglacial periods. Similarly, climatologists have
recognised that continental glacial ice also preserves a
long-term record of climate change, which shows the
same cyclicity as seen in marine cores. In these studies
both δ18O and δD (see Section 7.3.2) are used as
temperature proxies. δ18O ice-core measurements are
converted into temperature using a calibration based
upon the linear relationship between annual values for
δ18O and mean annual temperature at the precipita-
tion site (Jouzel et al., 1997) in which δ18O becomes
more negative with decreasing temperature. One such
linear relationship for the Greenland Summit area gives
the relationship δ18O‰ ¼ �148.04 þ 0.46403T (K).
While this modern analogue method works best at
middle to high latitudes, there are other local (geo-
graphic) and temporal factors that must be taken into
account in order to obtain an accurate temperature
estimate in other areas (Jouzel et al., 1997).

7.3.1.3 Oxygen Isotope–Radiogenic Isotope
Correlation Diagrams

Correlations between radiogenic and oxygen
isotopes are of particular importance because vari-
ations in the two types of isotope come about
through totally different mechanisms and they are
particularly important in recognising processes that
involve contamination and mixing.
(a) Recognising crust and mantle reservoirs. Oxygen

isotopes are a very effective way of distinguishing
between rocks which formed in equilibrium with the
mantle and those which formed from the continental
crust. In general, the continental crust is enriched in
δ18O relative to the Earth’s mantle (Figure 7.1). This
has come about largely as a consequence of the long
interaction between the continental crust and the
hydrosphere and the partitioning of 18O into crustal

minerals during low-temperature geological processes.
Oxygen isotopes, therefore, are a valuable indicator of
surface processes and a useful tracer of rocks which at
some time have had contact with the Earth’s surface.
Radiogenic isotopes, on the other hand, show differ-
ences between crust and mantle reservoirs which are a
function of long-lived differences in parent–daughter
element ratios and indicate the isolation of the reser-
voirs from one another for long periods of Earth
history. This gives rise to crustal reservoirs which
generally are enriched in 87Sr/86Sr and in radiogenic
lead isotopes but depleted in 143Nd/144Nd and
176Hf/177Hf relative to the mantle. As an example,
the range of combined oxygen and strontium isotopic
compositions in common rock types is shown in
Figure 7.4.
(b) Recognising crustal contamination in igneous

rocks. Many crustal materials have oxygen and stron-
tium isotope ratios which differ from mantle values
(Figure 7.4) and so have the potential to provide
evidence of the interaction between mantle rocks and
the continental crust. This interaction may be through
the contamination of mantle-derived melts in the con-
tinental crust or through the contamination of the
source region by the subduction of crustal materials
into the mantle. Details of the mixing processes are
given by Taylor (1980), James (1981) and Taylor and
Sheppard (1986).
The calculation of mixing curves entails some

assumptions about the relative proportions of the
parent element of the radiogenic isotope in the end-
member compositions. In the case of strontium, when
the contaminant in a source region is enriched in Sr
relative to the mantle and forms a relatively small
proportion of the whole, then contamination on a
87Sr/86Sr versus δ18O mixing diagram is characterised
by the convex downward curvature of the mixing line.
This arises because not only are crustal materials
enriched in Sr relative to the mantle but their
87Sr/86Sr ratio is greater than that of the mantle and
thus dominates any mixture of the two. Oxygen con-
centrations, however, are broadly similar in all rocks
so that there is no large increase in the oxygen isotope
ratio of the derivative melt. The small increase in
δ18O is a simple linear function of the bulk proportion
of crustal to mantle materials. In the case when the
melt is enriched in Sr relative to the contaminant and
the relative proportion of the contaminant is high,
then compositions on a Sr–O isotope plot will define
a mixing curve with a convex-up curvature (James
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1981). This could be the case for a mantle-derived
melt passing through the continental crust.

An example of the way in which source mixing has
been inferred using oxygen and radiogenic isotopes is
given by Trumbull et al. (2004). They show that 130
Ma, Cretaceous granites and related rhyolitic lavas
from Namibia have a range of compositions that
implies the mixing of mafic melts similar to those
found in the Tristan mantle plume with a melt of
lower crustal felsic rocks similar in composition to
the A-type Damaran granites found in this region.
A plot of δ18O in quartz versus the whole-rock Nd
isotope composition, expressed as εNd, for a range of
granitoids and felsic lavas lies on a mixing line
between the probable mantle source and a lower
crustal source (Figure 7.5a). A similar trend is seen
on a plot of δ18O versus the Sr isotope composition of
the melt at 130 Ma (Figure 7.5b) and illustrates the
convex-downward mixing curve described above.

MacPherson et al. (1998) sought to discriminate
between mixing in the source region and crustal
contamination in the Kermadec–Hikurangi conver-
gent margin. Using δ18O in clinopyroxene as a proxy
for the composition of melts, they showed that there is
a linear trend between δ18O and whole-rock
143Nd/144Nd (in modern lavas this is the same as the

mantle ratio). The results were compared with mixing
curves for the contamination of the source region –

the mixing of a depleted mantle peridotite with a fluid
derived from altered subducted oceanic crust and
sediment – and the contamination of basalt with
crustal sediments. They showed that the shape of the
curve defined by the data gave a better fit to the curves
for crustal contamination than that calculated for
mixing in the source (Figure 7.5c), indicating that
the melts had interacted with sediments prior
to eruption.
Source contamination is more easily recognisable in

regions where there is no continental crust such as in
oceanic basalts. This, however, has become possible
only with improved resolution in oxygen isotope
analysis, for the oxygen isotope variations may be
small. Studies by Eiler (2001) showed that a small
increase in δ18O (less than 1.0‰) in olivine in ocean
island basalts correlated with increasing 87Sr/86Sr,
implies a contaminated source.
Finally, it is important to note that crustal

contamination is rarely a simple mixing process and
frequently involves three components: a melt, a pre-
cipitating cumulate phase and a contaminant (Taylor,
1980; James, 1981). This is the AFC process illus-
trated in Figure 7.6 for mixing between δ18O and

20

18

16

14

12

10

8

6

� 
 O

 (‰
)

18

0.702      0.704     0.706      0.708     0.710      0.712     0.714      0.716      0.718     0.720

Sr/   Sr87       86

granitoids

marls

ophiolite

basalts
&

gabbros

low �   O rocks formed by
meteoric hydrothermal alteration

18mantle
MORB

OIB

altered
oceanic
basalts

greywackes

cherts and
limestones

shales

arkoses and
quartzites

Figure 7.4 The indicative ranges of
oxygen and strontium isotopes in
common igneous and
sedimentary rocks. (Adapted
from Magaritz et al., 1978)

7.3 Traditional Stable Isotopes 229



87Sr/86Sr from Taylor (1980). AFC processes, as
opposed to simple mixing curves, are represented by
a sigmoidal curve which does not extrapolate back to
the position of either the source or contaminant.
(c) Recognising simple crystal fractionation in igneous

rocks. An igneous system which has not suffered crustal
contamination will exhibit the radiogenic isotope char-
acteristics of the source, for radiogenic isotope ratios are
not altered by crystal–liquid equilibria such as crystal
fractionation. Oxygen isotopes, on the other hand, do
show small changes in isotope ratio with crystal
fractionation as is illustrated in Figure 7.2 and show
a small increase in δ18O with increasing silica con-
tent. This decoupling between oxygen and strontium
isotopes was documented by Chivas et al. (1982) in a
study of a highly fractionated oceanic-arc plutonic
suite in which oxygen isotope ratios increase from
mantle values (δ18O ¼ 5.4‰) in gabbros to δ18O ¼
7.2‰ in an aplite dyke, whereas 87Sr/86Sr ratios

remain constant within the limits of error of
their determination.

7.3.2 Hydrogen Isotopes and the Stable
Isotope Geochemistry of Water
and Hydrothermal Fluids

The element hydrogen is ubiquitous in nature in the
forms H2O, OH�, H2 and as hydrocarbons. There are
two isotopes of hydrogen: 1H and 2H, normally
referred to as D (deuterium); isotope ratios are meas-
ured as the ratio D/1H, expressed as δD. Hydrogen
isotopes show the largest relative mass difference
between two stable isotopes with the result that there
are large variations in measured hydrogen isotope
ratios in naturally occurring materials.
The study of oxygen isotopes in conjunction with

the isotopic study of hydrogen has proved to be a very
powerful tool in investigating geological processes
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continental crust. The dashed line is the calculated curve for mixing between depleted upper mantle and fluids
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involving water. When plotted on a bivariate δD
versus δ18O graph, waters from different geological
environments are found to have very different isotopic
signatures (Section 7.3.2.3). Hydrogen is a minor
component of most rocks, and so, excepting when
the fluid–rock ratio is very low, the hydrogen isotope
composition of rocks and minerals is sensitive to the
hydrogen isotope composition of interacting fluids.
Oxygen, on the other hand, comprises 50‰ by weight
(and in some cases more than 90‰ by volume) of
common rocks and minerals and so is less sensitive
to the oxygen isotope ratio of interacting fluids, except
at very high fluid–rock ratios (Section 7.3.2.6).

7.3.2.1 Hydrogen Isotopes

The basic data for hydrogen isotopes are given in
Box 7.3, and a summary of δD values for solar system
bodies (Figure 7.7) and common rock types and
waters (Figure 7.8) are also provided. Hydrogen is

generated by heating minerals in a radio frequency
(RF) induction furnace to liberate water from the
mineral host. The water is then reduced to hydrogen
in a furnace using zinc (Vennemann and O’Neill,
1993) or uranium.

7.3.2.2 The Distribution of Hydrogen Isotopes
in the Solar System

As might be expected, given the fundamental nature
of hydrogen in the solar system, the fractionation of
D/H between solar system objects is of considerable
interest in planetary geochemistry, in particular, in the
quest to understand the origin of water on the Earth
and in other planetary bodies. There are now data
from a number of solar system objects obtained by
direct measurement from spacecraft and from spectral
studies which show that the fractionations are very
large with δD from < �800 to > þ4000 and D/H
varying over two orders of magnitude (Saal et al.,
2013; Clarke et al., 2019). In planetary geochemistry
D/H ratios are thought to indicate where in the solar
system planets and different solar system objects
formed. The protosolar nebula was isotopically light
with D/H about 0.25 � 10�4, similar to the values
recorded from the atmospheres of Jupiter and Saturn.
Values for the inner solar system, including Earth and
Mars, are higher but define a narrow range of D/H
ratios of ~1.5 � 10�4. The D/H of the bulk Earth is
1.49(� 0.03)� 10�4 (δD = �43) (Lécuyer et al., 1998),
slightly lower than the Earth’s oceans (D/H ¼ 1.56 �
10�4). Outer solar system comets have higher values
ranging from Earth-like values to D/H ~5.0 � 10�4.
Carbonaceous chondrite meteorites have δD values in
the range �197 to þ133‰, although CI chondrites
have a narrower range of between þ77 and þ133
(Eiler and Kitchen, 2004). These values are shown in
Figure 7.7, using data from Eiler and Kitchen (2004),
Usui et al. (2012), Saal et al. (2013), Altwegg et al.
(2015) and Clarke et al. (2019).

7.3.2.3 The Distribution of Hydrogen Isotopes
in Natural Waters

The isotopic composition of natural waters may be
obtained either by direct measurement or by calcula-
tion from hydrous mineral phases using the method
outlined in Section 7.3.2.5. Much of the work in this
field was carried out in the 1960s and 1970s by Hugh
Taylor’s group working at Caltech and is summarised
in major contributions (Taylor, 1974; 1978). Taylor
(1974) identifies six types of naturally occurring water
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Box 7.3 Hydrogen isotopes
...............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

1H ¼ 99:9844‰

D ¼ 0:0156‰ 2H ¼ Deuterium
� �

Measured isotope ratio

δD‰ ¼ D=H sampleð Þ �D=H standardð Þ
� �

=D=H standardð Þ
� 	� 1000 (7.14)

In hydrology δD may be referred to as δ2H
In planetary studies δD may be expressed as D/H (the conversion factor uses the absolute value for D/H

recorded below and Eq. 7.14)

Standard

Vienna Standard Mean Ocean Water (VSMOW); absolute D/H ratio = 1.557 ∗ 10�4

Mantle value

δD‰ = �76 to �48‰ (average of 61‰); recommended value �60 � 5‰ (Clog et al., 2013).
Bulk Earth δD‰ = �43

Variations in δD in the solar system
See Figure 7.7.
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which have a major influence on our thinking about
hydrogeological processes, the compositions of which
are summarised on a δD versus δ18O diagram
(Figure 7.9). The isotopic character of the different
types of water described here can be used to trace the
origin of hydrothermal solutions.

(a) Ocean water. Standard Mean Ocean Water is the
isotopic standard for both δ18O and δD; therefore, con-
vention dictates that ocean water has δ18O ¼ 0‰ and
δD¼ 0‰. Exceptions to this rule are from areas such as
the Red Sea which has elevated values of δ18O and δD
created through high rates of evaporation, or from areas

Box 7.3 (cont.)
...............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Terrestrial variation of δD.
See Figure 7.8
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where seawater is diluted with fresh water.
Muehlenbachs and Clayton (1976) suggested that the
oxygen isotopic composition of ocean water is buffered
by exchange with the ocean crust, a view which is
strongly supported by the study of Gregory and Taylor
(1981) on the distribution of oxygen isotopes in the
Semail ophiolite, Oman (Figure 7.12).
Less certain is the isotopic composition of seawater

in the past. Lécuyer et al. (1998) and Pope et al. (2012)
calculated that in the very early Earth the mass of the
oceans was greater by about 20‰, that the hydrogen
isotope composition of seawater was lower than the
present value by 20–30‰ but that the oxygen isotope
composition was comparable to that of the modern
oceans. In geologically more recent times there is
evidence from the oxygen isotope composition of ben-
thic foraminifera that there were global changes in the
isotopic chemistry of the oceans during the Tertiary.
In addition, data from marine sediment cores show
that there were also changes to the oxygen isotope
composition of the oceans during the Holocene
brought about by the storage of isotopically light
oxygen in ice in the polar regions, giving rise to iso-
topically heavier ocean water.
(b) Meteoric water. Meteoric water shows the

greatest variation in δD of all natural waters and the
relationship between δD and δ18O is linear and quan-
tified by Craig (1961) as:

δD‰ ¼ 8δ18Oþ 10 (7.15)

δD and δ18O values for meteoric water vary
according to latitude. Values are close to zero on
tropical ocean islands, whereas at high latitudes in
continental areas δ18O values are as low as �55‰
and δD values extend down to �440‰, although δD
values below �160‰ are for polar snow and ice.
Both the extreme variation and the linear relation-
ship arise from the condensation of H2O from the
Earth’s atmosphere. The extreme variation reflects
the progressive lowering of 18O in an air mass as it
leaves the ocean and moves over a continent. The
linearity of the relationship, now known as the
Global Meteoric Water Line (GMWL, Figure 7.9),
indicates that fractionation is an equilibrium process
and that the fractionation of D/H is proportional to
18O/16O. Subsequent studies identified deviations
away from the GMWL, and some local meteoric
water lines have slopes significantly different from
the value of 8 due to local differences in temperature
and humidity and kinetic effects during evaporation
(Jouzel and Koster, 1996).

(c) Geothermal water. Modern geothermal water is
meteoric in origin but isotopic compositions are trans-
posed to higher δ18O values through isotopic
exchange with the country rocks. δD values are the
same as in the parent meteoric water or slightly
enriched due to the non-equilibrium evaporation of
water vapour (Figure 7.9). In contrast, ocean-floor
geothermal systems are far more complex, particu-
larly if methane is present, for they may host micro-
bial communities which fractionate D/H to produce
extremely light hydrogen with δD values < �400‰
(Konn et al., 2015).
(d) Formation water. Formation waters from sedi-

mentary basins are usually saline and show a wide
range in δ18O and δD values (Figure 7.9). The forma-
tion waters reported by Taylor (1974) are brines from
oilfields. His results show that individual basins have
water compositions which define specific linear trends
representing mixing between meteoric water and
either water from another source such as trapped sea-
water or the country rock. There is a decrease in the
δD of formation waters at higher latitudes, further
emphasising the link with surface meteoric waters.
(e) Magmatic water. The composition of magmatic

waters is calculated from the isotopic compositions of
igneous minerals (see Section 7.3.2.5). Particularly
useful is the mineral muscovite, for at 800�C the iso-
topic composition of muscovite is the same as that of
the water with which it is in equilibrium. The compos-
itional range of magmatic water is quite well con-
strained for most igneous minerals and defines a very
restricted field in δD–δ18O space, between �40 and
�80‰ and þ5.5 and þ9.0‰, respectively (Taylor,
1974). Sheppard (1977), however, showed that the
magmatic waters associated with the Permian granites
in Cornwall, southwest England, plot in a different
field with δD values of�40 to �65‰, and δ18O values
ofþ9.5 toþ13‰ (Figure 7.9). These granites are most
probably the product of intra-crustal melting, and so
the higher δ18O is inherited from a crustal protolith.
This example highlights one of the ongoing difficulties
in interpreting δD–δ18O data – that of differentiating
between rocks whose source interacted with meteoric
water prior to melting, that is, low-δ18O magmas, and
those which interacted with meteoric water during or
after emplacement. New advances in our understand-
ing in this area have come from a study of δ18O in
zircons; see, for example, Gilliam and Valley (1998)
and Rumble et al. (2002).
(f )Metamorphic water. Our only access to the com-

position of metamorphic water is by back-calculating
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from the minerals present in the rock. In order to do
this accurately, the temperature of the metamorphism
must be known. Estimates of the δD and δ18O values
of water in equilibrium with metamorphic minerals
over a range of metamorphic grades have been made
by Taylor (1974), Rye et al. (1976) and Sheppard
(1981). A combination of these values gives a meta-
morphic water ‘box’ with δ18O values between þ3 and
þ25‰ and with δD values between �20 and �65‰
(Figure 7.9). The relatively high δ18O values in some
metamorphic rocks may suggest some inheritance
from their sedimentary protoliths.

7.3.2.4 The Distribution of Hydrogen Isotopes
in Terrestrial Reservoirs

The distribution of hydrogen isotopes from the upper
mantle, the crust and clays associated with
weathering is summarised in Figure 7.8 and in the
discussion below.

(a) The depleted upper mantle. The δD value for the
upper depleted mantle has been estimated from stud-
ies of magmatic water liberated from MORB. Early
studies suggested a wide range of values but with the
majority falling between �85 and �65‰ (Kyser and
O’Neill, 1984). More recent measurements for the
depleted upper mantle have revised these estimates
and suggest a range between �76 and �48‰ with an
average of 61‰ and a recommended value of �60 �
5‰ (Clog et al., 2013). This value is close to that
calculated by Lécuyer et al. (1998) for the bulk
Earth of �40‰.

(b) Crustal lithologies. Other terrestrial reservoirs
show a wide range of δD values, since frequently the
whole-rock δD value of many terrestrial rocks is a
composite value resulting from many different pro-
cesses. In the case of igneous rocks, for example,
processes such as magmatic degassing, crystal
fractionation from a melt and sub-solidus interaction
with meteoric water might all be superimposed on and
thereby obscure the primary magmatic value. For this
reason, the range of values for crustal lithologies
shown in Figure 7.8 is not particularly useful as
a discriminant.

Granitoids from the New England batholith,
Australia, have δD values between �60 and �130
(O’Neill et al., 1997) and A-type granites from eastern
China have δD ¼ �59 to �145 (Wei et al., 2000).
Meta-sediments have bulk rock δD values between
�70 and �120 (Taylor, 1974), although lower values
are recorded by Harris et al. (1997). Ultra-high-

pressure (UHP) mafic rocks and felsic gneisses from
the Dabie–Sulu orogenic belt in China have δD values
in the range �74 to �100 (Chen et al., 2011). Lower-
grade mafic and ultramafic rocks have a similar range
of values (�51 to �115; Ikin and Harmon, 1983). In
marine sediment δD values are in the range δD ¼ �40
to �95 (Taylor 1974).
(c) Clay minerals in the weathering environment.

There is strong relationship between the isotopic com-
position of kaolin in weathering zones and the coex-
isting meteoric waters such that it is possible to define
a ‘kaolinite line’ sub-parallel to the GMWL in which,
relative to meteoric waters, clays are enriched in
δ18O and depleted in δD (Figure 7.9). The kaolinite
line may be expressed as

δD ¼ 7:5� δ18O� 220 (7.16)

The linear relationship suggests that the kaolin was
formed in equilibrium with meteoric water (Taylor,
1974). In a similar way, the clay mineral smectite also
forms a linear array on δ18O–δD diagrams, defining a
‘smectite line’. However, in this case the position of
the smectite line is temperature-sensitive such that the
distance between the GMWL and the smectite line
increases with decreasing equilibration temperature
and shifts towards higher δ18O values. The link
between meteoric water and clay minerals means that
the minerals kaolinite and smectite offer the potential
to be palaeoclimatic indicators and allow for the cal-
culation of the δ18O and δD of the meteoric water in
which they were in equilibrium (Mix and
Chamberlain, 2014). The temperature of kaolination
can be calculated from the equation of Clauer et al.
(2015):

3:04� 106 � T�2 ¼ δ18Ok � 0:125δDk þ 7:04

(7.17)

7.3.2.5 Calculating the Isotopic Composition of
Hydrothermal Fluids from Mineral Compositions

Most commonly, the δD and δ18O composition of a
hydrothermal fluid has to be calculated from the iso-
topic composition of minerals which were in equilib-
rium with it using laboratory calibrations of equilibria
between rock-forming minerals and water. More
rarely, the isotopic composition of hydrothermal
fluids can be measured directly as the fluid preserved
in fluid inclusions (Ohmoto and Rye, 1974; de Graaf
et al., 2019). Where isotopic compositions are
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calculated, it is necessary to show that there was a
close approach to isotopic equilibrium between a
given mineral and the original hydrothermal fluid.
This is not always straightforward, for the diffusion

rates of hydrogen isotopes may be up to 100 times
faster than those for oxygen isotopes even in the same
mineral (Kyser and Kerrich, 1991).
Experimental calibrations for both oxygen and

hydrogen isotopes in a range of mineral phases are
given in Tables 7.2 and 7.3, respectively, allowing the
isotopic composition of a hydrothermal fluid to be
fully specified. This calculation requires knowledge
of the temperature of equilibration which may have
to be estimated or measured independently from a
technique such as fluid inclusion thermometry. An
example of this approach is given by Hall et al.
(1974, table 4) in a study of the origin of the hydro-
thermal fluids involved in the formation of the Climax
molybdenum deposit, Colorado. In this study the
temperature of the hydrothermal fluid was already
known from fluid inclusion thermometry and the
δ18O and δD composition of the water were calcu-
lated from the isotopic composition of muscovite and
sericite using the experimental calibrations for
muscovite–water. An example of the calculation is
given in Box 7.4.

7.3.2.6 Quantifying Water–Rock Ratios

The geochemical effects of water–rock interaction can
vary between two extremes. When the water–rock
ratio is small, it is the δ18O in the rock that dominates
the system and it is the fluid composition which is
altered. On the other hand, when the water–rock ratio
is large and the δ18O of the water dominates the
system, then it is the δ18O value of the rock that is
modified. Taylor (1974, 1977) derived mass balance
equations from which the water–rock ratio may be
calculated from δ18O values. For a closed system,
from which no water is lost, the water–rock (W/R)
ratio, integrated over the lifetime of the hydrothermal
system, is:

W=Rclosed ¼ δ18Ofinal
rock�δ18Oinitial

rock

� �
= δ18Ofluid

initial�δ18Ofinal
fluid

� �
(7.18)

This is the effective water–rock ratio which can differ
from the actual water–rock ratio depending upon the
efficiency of the exchange reaction. The initial value of
the rock (δ18Orock

initial) is obtained from ‘normal’ values
for the particular rock type (see Figure 7.1) or from an
unaltered sample of the rock suite. The final value for
the rock (δ18Orock

final) is the measured value. The initial
value for the fluid (δ18Oinitial

fluid ) is assumed (e.g., modern
seawater) or in the case of meteoric water is calculated

Box 7.4 Example of a calculation of the isotopic composition of
water in equilibrium with muscovite from the Climax molybdenum
deposit, Colorado (data from Hall et al. 1974, table 4, sample
CL31–70).

..............................................................................................................................................................................................................................................................................

Data
δ18Omuscovite = +7.4‰
δDmuscovite = �91.0‰
Temperature = 500�C (from fluid inclusion
thermometry)

Calculation of the oxygen isotope composition of
the water
The equation for muscovite–water (O’Neill and

Taylor, 1967; see Table 7.2) is

1000 ln α ¼ �3:89þ 2:38� 106=T2� �
T in K½ �

at 500�C

1000 ln α ¼ 0:0931

Since Δmuscovite-water = 1000 ln α

δ18Omuscovite � δ18Owater ¼ 0:0931

þ7:4� δ18Owater ¼ 0:0931

δ18Owater ¼ 7:3‰ note : under these conditions,ð
very similar to that of muscoviteÞ
Calculation of the hydrogen isotope composition of
the water
The equation for muscovite–water (Suzuoki

and Epstein, 1976; see Table 7.3) is

1000 ln α ¼ 19:1� 22:1� 106=T2� �
T in K½ �

at 500�C

1000 ln α ¼ �17:89

Since Δmuscovite-water = 1000 ln α

δDmuscovite � δDwater ¼ �17:89

�91� δDwater ¼ �17:89;

δDwater ¼ �73:1‰ also not very different fromð
that of the original mineralÞ
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Table 7.2 Constants for the fractionation of oxygen isotopes between minerals and watera

Mineral T (�C)b A B Reference

Barite 100–350 �6.79 3.00 Friedman and O’Neill (1977)
Calcite 0–700 �3.39 2.78 O’Neill et al. (1969)
Dolomite 252–295 �3.24 3.06 Matthews and Katz (1977)
Quartz 200–500 �3.4 3.38 Clayton et al. (1972)

500–750 �1.96 2.51 Clayton et al. (1972)
250–500 �3.31 3.34 Matsuhisa et al. (1979)
500–800 �1.14 2.05 Matsuhisa et al.,(1979)

Alkali feldspar 350–800 �3.41 2.91 O'Neil and Taylor (1967)
500–800 �3.7 3.13 Bottinga and Javoy (1973)

Albite 400–500 �2.51 2.39 Matsuhisa et al. (1979)
500–800 �1.16 1.59 Matsuhisa et al. (1979)

Anorthite 350–800 �3.82 2.15 O'Neil and Taylor (1967)
400–500 �2.81 1.49 Matsuhisa et al. (1979)
500–800 �2.01 1.04 Matsuhisa et al. (1979)

Plagioclase 350–800 �3.4 � 0.14 � An 2.91 � 0.76 � An O’Neill and Taylor (1967)
500–800 �3.7 3.13 � 1.04 � An Bottinga and Javoy (1973)

Muscovite 400–650 �3.89 2.38 O’Neill and Taylor (1967)
500–800 �3.1 1.9 Bottinga and Javoy (1973)

Rutile 575–775 1.46 4.1 Addy and Garlick (1974)
Magnetite 500–800 �3.7 �1.47 Bottinga and Javoy (1973)
Kaolinite 0–350 �4.05 2.76 Sheppard and Gilg (1996)
Smectite 0–350 �6.75 2.55 Sheppard and Gilg (1996)
Illite 0–350 �3.76 2.39 Sheppard and Gilg (1996)
Chlorite 66–175 For [Mg2.5Fe0.5(OH)6][Al1.5Fe1.5][Al, Si3O10][OH2]

�11.97 þ 2.67x þ 2.93x2 � 0.415x3 þ 0.037x4 ;
where x ¼ 103/T

Savin and Lee (1988)

aFor the equation 1000 ln αmineral–water ¼ A þ (B∗106/T2).
bExperimental range.

Table 7.3 Constants for the fractionation of hydrogen isotopes between minerals and watera

Mineral T (�C) A B Reference

Muscovite 450–800 19.1 �22.1 Suzuoki and Epstein (1976)
Biotite 450–800 �2.8 �21.3 Suzuoki and Epstein (1976)
Hornblende 450–800 7.9 �23.9 Suzuoki and Epstein (1976)
Ferroan pargasite 350–850 �23.1 � 2.5 Graham et al. (1984)
Ferroan pargasite 850–950 1.1 �31 Graham et al. (1984)
Tremolite 350–650 �21.7 Graham et al. (1984)

650–950 14.9 �31
Actinolite 400 �29 Graham et al. (1984)
Arfedsonite Uncertain �52 Graham et al. (1984)
Kaolinite/Dickite 100–250 0.972-0.985 Marumo et al. (1980)
Sericite 100–250 0.973–0.977 Marumo et al. (1980)
Chlorite 100–250 0.954–0.987 Marumo et al. (1980)
Zoisite 280–650 �27.73 �15.7 Graham et al. (1980)
Epidote <300 �138.8 29.2 Graham et al. (1980)

300–650 �35.9 þ 2.5 Graham et al. (1980)
All minerals 1000 ln αmineral–water ¼ 28.2 � (22.4 ∗ 106/T2) Suzuoki and Epstein (1976)

þ (2XAl – 4XMg – 68XFe), where XAl, etc., is the mole fraction of Al in biotite,
muscovite or hornblende

aFor the equation 1000 ln αmineral–water ¼ A þ (B ∗ 106/T2).
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from D/H ratio of the alteration assemblage and the
meteoric water equation. The composition of the final
fluid (δ18Ofluid

final) can be calculated from the mineralogy
of the altered rock. This is sometimes done by using
the approximation that δ18O plagioclase feldspar
(An30) ~ δ18O rock, for feldspar is generally an abun-
dant mineral in most rocks and exhibits the greatest
rate of exchange between 18O and an external fluid
phase. Provided that the temperature can be inde-
pendently estimated, then the feldspar–water fraction-
ation equation can be used to calculate the water
composition (see the example below).
The equation for an open system in which the water

makes only a single pass through the system is given
by (Taylor, 1978) as

W=Ropen ¼ ln W=Rclosed þ 1ð Þ (7.19)

and the contrasting effects of open and closed systems
on δ18O relative to the water–rock ratio are shown in
Figure 7.10.

An example of how water–rock ratios may be cal-
culated from oxygen isotope measurements is given in
Box 7.5.
Care should be taken in noting the units used for

quantifying water–rock ratios, for both volume
units and weight units are used. Both are shown
in Figure 7.11. It is likely that any given
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Figure 7.10 Plot of δ18O values in a hydrothermally
altered rock calculated from the open-system water–
rock ratio equation (Eq. 7.19) and the closed-system
water–rock ratio equation (Eq. 7.18) (Taylor, 1974).
The model assumes an initial δ18O value of þ6.5 in
the rock and an initial δ18O value of �14 in the water
and curves are shown for 350oC and 600oC.

Box 7.5 Example of a water–rock ratio calculation
using the equations of Taylor (1974, 1977).

...............................................................................................................................................................................................................................................................................

Data

Initial rock composition: δ18O = 6.5‰
Final rock composition: δ18O = �4.0‰
Initial fluid composition: δ18O = �14.0‰

Calculation of final fluid composition

The equation for plagioclase (An = 0.3) –water
exchange from Table 7.2 is

1000 ln αfsp�water ¼ �3:41� 0:14�Anð Þ
þ 2:91� 0:76�Anð Þ
� 106=T2� �

1000 ln αfsp�water ¼ �3:452þ 2:682� 106=T2
� �

at 500�C

1000 ln αfsp�water ~Δfsp�water ¼ 1:036 see Eq:7:6ð Þ
Δfsp�water ¼ δ18Ofsp � δ18Owater,

so δ18Owater ¼ δ18Ofsp � Δfsp�water

Assuming δ18Ofsp~δ
18Owhole rock (final composition)

δ18Owater~� 4:0� 1:036 ¼ �5:036

final fluid composition δ18O = �5.036‰

Water–rock ratio calculation

From the closed system equation (Eq. 7.18)

W=Rclosed ¼ δ18Orock
final � δ18Orock

initial� �
=

δ18Oinitial
fluid � δ18Ofluid

final� �
¼ �4� 6:5ð Þ= �14� �5:036ð Þð Þ ¼ 1:17

From the single-pass, open-system equation
(Eq. 7.19)

W=Ropen ¼ ln W=Rclosed þ 1ð Þ ¼ 0:775
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hydrothermal system will behave some way
between the two extremes of water-dominant and
rock-dominant.

The effects on the isotopic composition of a hypo-
thetical granodiorite pluton which crystallised under
conditions of increasing water–rock ratio are shown
on a δD versus δ18O plot in Figure 7.11, using the
isotopic composition of biotite as a proxy for change
in δD and the isotopic composition of feldspar as a
proxy for change in δ18O (Taylor, 1978). At small
water–rock ratios (up to 0.1 rock volumes) oxygen
isotopic compositions are virtually unchanged, while
δD values are reduced by about 100‰. As the water–
rock ratio increases the δ18O value decreases rapidly
at almost constant δD values. This is also illustrated
in the study of Satir and Taubold (2001) on the
Menderes gneiss complex in Turkey, who show that
biotite is highly sensitive to the interaction of the
gneiss with a very small amount of meteoric water
and defines a trend of decreasing δD, while δ18O in
feldspar remains constant as predicted by Taylor
(1978).

7.3.2.7 Examples of Water–Rock Interaction

There are many applications of the combined
hydrogen–oxygen isotopic system to the study of
water–rock interactions, and in this section a range
of illustrative examples is given. As has already been
shown, the sensitivity of hydrogen and oxygen iso-
topes to hydrothermal solutions means that they are
excellent tools for detecting hydrothermal alteration
in otherwise fresh rocks. Further, they may be used to
identify the origin of the water and quantify its
volume relative to the country rock.
(a) Interaction between igneous intrusions and

groundwater. In a number of pioneering studies,
Taylor and his co-workers showed that high-level
igneous intrusions are frequently associated with
hydrothermal convective systems (see review by
Taylor, 1978). They found that the country rocks
surrounding such intrusions are massively depleted
in δ18O and D relative to ‘normal’ values and that
the minerals in both the intrusion and the country
rock are isotopically out of equilibrium with mag-
matic values. They concluded that the isotopic effects

–6            –4             –2               0             +2            +4           +6            +8           +10

–60

–80

–100

–120

–140

–160

�D
   

   
   

 (‰
)

bi
ot

ite

���O            (‰)   feldspar
18

wt units

initial isotopic
composition

0.003
0.01

0.01 0.03

0.1

0.1
0.30.61.01.52.12.9

0.9 0.5 0.3 0.2

water/rock ratios

volume
units

Figure 7.11 δD versus δ18O diagram showing the isotopic change in D in biotite and δ18O in feldspar in a
granodiorite undergoing isotopic exchange with groundwater. The plotted curve shows the range of δD and
δ18O values with changing water–rock ratios. The curve was calculated for an initial feldspar composition of
δ18O ¼ þ8.0 to þ9.0, biotite δD ¼ �65.0 and the groundwater δD ¼ �120, δ18O ¼ �16. The fractionation of
D between biotite and water at 400–450 oC is given by Δbiotite–water ¼ �30 and �40; the fractionation of
δ18O between feldspar and water at 400–450 oC is given Δfeldspar–water ¼ 2.0. A small water–rock ratio has a
dramatic effect on the isotopic composition of δD in biotite, whereas higher water–rock ratios affect both δD in
biotite and δ18O in feldspar. (Adapted from Taylor, 1978)
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were due to the interaction between the magma and
meteoric water and proposed that the intrusion acted
as a heat engine which initiated a hydrothermal con-
vection cell in the groundwater of the enclosing coun-
try rocks. Water–rock ratios were found to vary from
	 1.0 to about 7.0. These studies brought an import-
ant insight into attempts to establish the original iso-
topic composition of igneous rocks, for samples
showing evidence of interaction with meteoric water
may not preserve primary stable and radiogenic
isotopic compositions.
More recently, the examination of oxygen isotopes

in zircon is leading to a re-evaluation of some claims
of high-level crustal interaction between igneous
intrusions and meteoric water. For example, Taylor
and Forester (1971) showed that the Western
Redhills granites on the Island of Skye, Scotland,
were characterised by low-δ18O phases, implying
interaction with meteoric water during emplacement.
However, subsequent zircon studies made by Gilliam
and Valley (1998) show that these granites are low-
δ18O magmas and that any interaction with ground-
water may have taken place in their source rather
than during emplacement.
(b) Interaction between ocean-floor basalt and

seawater. A large number of studies have shown that
the rocks of the ocean floor, now preserved as ophio-
lites, have undergone massive seawater-hydrothermal
exchange and alteration. In a now-classic study of the
Oman ophiolite, Gregory and Taylor (1981) showed
that upper layers (dykes and lavas) of the ophiolite
were enriched in δ18O, whereas the lower gabbro and
peridotite layers were depleted in δ18O relative to
average ocean crust (Figure 7.12). This cross-over of

values, at about 250�C, is due to the temperature-
dependent partitioning of oxygen isotopes between
silicate minerals and seawater. Later studies showed
a similar pattern of alteration in the Indian Ocean
floor (Stakes et al., 1984), confirming the general
applicability of the Gregory and Taylor model.
Subsequent studies on hydrogen isotopes from amphi-
bole in oceanic gabbros suggest that the hydrothermal
fluid may also contain a component of magmatic
water in addition to seawater (Stakes, 1991). These
studies led to the important observation that the net
exchange of δ18O between seawater and the ocean
crust in the Oman ophiolite was zero (Gregory and
Taylor, 1981), suggesting that the δ18O composition
of seawater is buffered by the composition of the
ocean floor, a view subsequently confirmed by
Campbell et al. (1988).
(c) Water–rock interaction in metamorphic rocks. In

metamorphic rocks oxygen isotopes are used to deter-
mine the patterns of fluid movement in a metamorphic
sequence and establish the water–rock ratio. Fluid
flow in metamorphic rocks may be pervasive, so that
the fluid moves through pore spaces and establishes
metamorphic equilibrium in the rocks (see, e.g.,
Chamberlain and Rumble, 1988), or may be channel-
ised, migrating through cracks and fissures, in which
case isotopic inhomogeneity may be preserved (see,
e.g., Bottrell et al., 1990).
In addition, the combined study of hydrogen and

oxygen isotopes can be used to determine the nature
of the fluid originally in equilibrium with the meta-
morphic rock. Wickham and Taylor (1985) used this
approach in their study of pelites in the French
Pyrenees. They showed that the isotopic composition
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of muscovites had been homogenised through the
influx of basinal formation waters which had
exchanged their oxygen isotopes with the
country rock.

(d) Water–rock interaction during the formation of
hydrothermal ore deposits. An entire class of ore
deposits is known to have formed from hydrothermal
fluids. These fluids may be low or high temperature
and associated with sedimentary, magmatic and, less
commonly, metamorphic processes. Early studies
such as that of Taylor (1974) were able to show the
importance of oxygen and hydrogen isotopes in char-
acterising these fluids and determining water–rock
ratios. Indicative examples include the following:

• Porphyry copper deposits. Qiu et al. (2016) use the
composition of sericites plotted on a
δD–δ18O diagram to show that the hydrothermal
fluids in the Taiyangshan porphyry copper–
molybdenum deposit of central China formed prin-
cipally from magmatic fluids, with some small inter-
action with meteoric waters.

• Kuroko-type massive sulphide deposits. A study of
fluid inclusions in pyrite and chalcopyrite in
Kuroko-type massive sulphide deposits from the
Hokuroku district of Japan showed that their
δD–δ18O compositions plot close to the compos-
ition of seawater which has experienced high-
temperature isotopic exchange with the enclosing
volcanic rocks (Ohmoto and Rye, 1974).

• Mississippi Valley–type Pb–Zn deposits.
Carbonate-hosted Pb–Zn sulphide deposits are
thought to have formed in association with oilfield
brines, although the origin of the brine is sometimes
uncertain. A δD–δ18O study of fluid inclusions in
sphalerite, fluorite and barite in the southern
Appalachians showed that the brines originated as
seawater but evolved to higher δ18O and lower δD
by mixing with water that has reacted with organic
matter (Kesler et al., 1997).

7.3.3 Carbon Isotopes

Carbon occurs in nature in its oxidised form (CO2,
carbonates and bicarbonates), as reduced carbon
(SiC, methane and organic carbon) and as the native
element in diamond and graphite. Further, carbon is
found throughout the whole solid Earth system from
the core to the crust as well as in the oceans, atmos-
phere and biosphere.

There are two isotopes of carbon, 12C and 13C;
isotope ratios are measured as 13C/12C and expressed
as δ13C‰ (Eq. 7.20). In natural systems carbon
isotope compositions vary over 100‰. The essential
data for stable isotopes of carbon are given in Box 7.6.
Figure 7.13 shows the variation in δ13C in the major
Earth reservoirs, and the main fractionations and
their mechanisms in the global carbon cycle are shown
in Figure 7.14 (after Suarez et al., 2019).

It is important to recognise the complexities of the
Earth’s carbon cycle (Figure 7.14) inasmuch as it
includes both the short-term surficial carbon cycle
which operates on a time scale of a maximum of
10,000 years and the long-term deep-Earth carbon
cycle which operates on a time scale of Ga. The
short-term carbon cycle is focussed on the terrestrial
biosphere and is concerned with exchanges between
the biosphere, the atmosphere and the oceans. The
deep-Earth carbon cycle is focussed on the emission
of CO2 from volcanic sources; carbon drawdown
through weathering, photosynthesis and carbonate
formation; and the return of these materials to the
mantle through subduction. Current estimates suggest
that the present-day fluxes of CO2 into the mantle
broadly match the amount released, implying that at
the present time the mantle is at a steady state with
respect to carbon (Rollinson, 2007). In this section we
explore the role that carbon isotopes play in elucidat-
ing the balances in and between the surfical and deep-
Earth carbon cycles.
Carbon isotopes are measured as CO2 gas, and

precision is normally better than 0.1‰. CO2 is liber-
ated from carbonates with >103‰ phosphoric acid or
by thermal decomposition. Organic compounds are
normally oxidised to CO2 at very high temperatures
in a stream of oxygen or with an oxidising agent such
as CuO. In situ measurements made by ion probe
using secondary ion mass spectrometry (SIMS) use a
focused 133Cs+ primary beam. The impact of the
133Cs+ atoms sputters ions off the sample surface.
Sputtered ions are accelerated in the mass spectrom-
eter and are sorted by their mass/charge ratio before
reaching an array of Faraday cup and electron multi-
plier detectors. Analyses are made using an appropri-
ate running standard (Denny et al., 2020).

7.3.3.1 Controls on the Fractionation of Carbon
Isotopes

The fractionation of carbon isotopes is controlled by
both equilibrium and kinetic processes. Equilibrium
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Box 7.6 Carbon isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

12C ¼ 98:89‰
13C ¼ 1:11‰
14C is a short-lived radioactive isotope with a half-life of 5730 years, produced by the action of cosmic rays

on 14N in the atmosphere. It decays to 14N.

Measured isotope ratio

δ13C‰ ¼ 13C=12C sampleð Þ � 13C=12C standardð Þ
� �

=13C=12C standardð Þ
h i

� 1000 (7.20)

Standard
VPDB: Vienna Peedee belemnite from the Cretaceous Peedee formation of South Carolina, USA. This
standard is used because its 13C and 18O values are close to those of average marine limestone. The original
material of the PDB standard is now exhausted and current standard materials are a carbonatite NBS-18
and marine limestone NBS-19.

Mantle value

δ13C ¼ �5:0‰ Deines 2002ð Þ
Bulk silicate Earth

δ13C ¼ �7:2‰ (estimated from mean of diamond compositions, Horita and Polyakov, 2015)

Variations in nature
See Figures 7.13 and 7.14.
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fractionation factors for carbon isotopes for a range of
carbon-bearing species relative to CO2 are shown in
Figure 7.15. The fractionation factors (α) were
obtained from both theoretical and empirical studies
and are discussed by Chacko et al., 2001. It can be seen
from the carbonate curves in Figure 7.15 that at rela-
tively low temperatures carbonate precipitated from
CO2 is enriched in 13C, whereas at higher temperatures
the carbonate is depleted in 13C. At very high tempera-
tures the fractionation factors converge and so at
mantle temperatures (~1000�C) carbon isotope
fractionation between coexisting C-bearing species is
small and less than 4‰ (Bottinga, 1969). Additional
high-temperature fractionation curves include those for
carbon-bearing species relative to carbides (Horita and
Polyakov, 2015), and for atomic carbon (Deines, 2002).
Fractionation factors between diamond and carbonate
and diamond and carbon dioxide are given in Smit
et al. (2016). At lower temperatures the fractionation
of carbon isotopes between carbonates and organic
carbon is such that δ13C values in organic carbon are
on average 25‰ lower than in co-existing carbonate
carbon (see Figure 7.16).

In addition to mineral–CO2 carbon isotope
fractionation, carbon isotopes are also fractionated
during volcanic degassing. 13CO2 versus 12CO2

Box 7.6 (cont.)
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
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fractionation during degassing depends upon the frac-
tionation factor between dissolved CO2 in the melt
and CO2 vapour. These fractionation factors are
between þ2.3‰ and þ4.6‰ such that there is lower
δ13C in the melt–CO2 relative to the exsolved gas
phase. The processes are summarised in Barry et al.
(2014), who show that they include closed system,
batch equilibrium degassing in which vesicles stay in
contact with the melt and open system degassing when
vesicles form in equilibrium with the surrounding melt
but are removed during degassing. Similar principles
apply to devolatisation reactions in metamorphic
rocks, and Valley (1986) has calculated the differential
fractionation of carbon isotopes during batch
de-volatilisation and Rayleigh (fractional) devolatisa-
tion (Figure 7.18b) in metamorphic systems.
Kinetic fractionation of carbon isotopes is important in

biological processes such as the fixing of CO2 as organic
carbonand the evolutionofmethaneduring the anaerobic
fermentation of organicmatter during diagenesis. In these
cases fractionation is controlled by the greater readiness
of the lighter isotope to react, and reactions can be identi-
fied which relate to specific biogenic pathways. For
example, the process of photosynthesis in green plants
and algae using the enzyme rubisco may lead to the
fractionation of δ13C of �30‰, although in detail there
several different pathways and more than one version of
rubisco. Similarly, the process of methanogenesis, that
is, the production of methane through the reduction
of CO2 by hydrogen in methanothermobacteria, may
lead to δ13C fractionations in the range �22 to �58.
Where the reaction involves both carbon and oxygen,
the kinetic effect will influence the isotopes of both elem-
ents in a similar way, and a correlation between δ18O and
δ13C is expected.

7.3.3.2 Carbon Isotopes in Meteorites

Carbon is present in chondritic meteorites in the form
of organic compounds, carbonates, carbides, graphite
and diamond. Grady and Wright (2003) estimate that
the bulk δ13C in the different chondritic meteorite
groups ranges from �25 to þ4‰ (Figure 7.13),
although in detail the composition of individual
carbon-bearing molecules and mineral species is much
more variable (Simkus et al., 2019). The solar value
for δ13C, based upon the bulk composition of nano-
diamonds in the Allende meteorite, is δ13C ¼ þ8 �
35‰ (Lewis et al., 2018).
The presence of dissolved carbon together with

graphite and carbide inclusions in iron meteorites

strongly suggests that the Earth’s metallic core seques-
tered carbon during core–mantle differentiation.
Experimental and modelling studies indicate that this
process would preferentially partition the lighter iso-
tope into the metallic phase (Satish-Kumar et al.,
2011; Horita and Polyakov, 2015). Although the pre-
cise δ13C value of the core is not known, Horita and
Polyakov (2015) estimate it to be in the range �10 to
�15. Nevertheless, currently there is much uncertainty
in this field, with the result that it is not possible to use
a chondritic model for the isotopic composition of the
Earth, and the carbon isotopic value for the bulk
Earth is unknown (Mikhail and Furi, 2019).

7.3.3.3 Carbon Isotopes in the Mantle

Isotopic measurements on mid-ocean ridge basalts,
carbonatites, kimberlite xenoliths and some diamonds
define a mean mantle value of δ13C ~ �5.0‰ (Deines,
2002), although some authors place an error of � 3‰
on this value (Cartigny, 2005). This mantle range
probably represents an isotopic homogenisation event
during the early differentiation of the Earth. The more
varied isotopic composition of fluids in the sub-
continental lithospheric mantle is revealed by the
carbon isotope composition of diamonds. These show
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a wide range of δ13C values from ~�3.3 to �26
(Deines, 2002; Deines et al., 2009; Mikhail and Furi,
2019), and there is geochemical evidence to support
the view that the isotopically light carbon was derived
from subducted organic carbon (Mikhail and Furi,
2019). The mean δ13C value of all diamonds world-
wide is �7.2‰, and since these include diamonds
from the lower mantle Horita and Polyakov (2015)
suggest that this value might represent that of the bulk
silicate Earth.

7.3.3.4 Carbon Isotopes in Igneous Rocks

CO2 behaves highly incompatibly during mantle
melting and so partitions almost entirely into the melt
phase (Dasgupta and Hirschmann, 2010). This means
that the CO2 content of magmas is a function of the
carbon content of the mantle source and the degree of
partial melting (Black and Gibson, 2019). Measuring
the original CO2 content of volcanic rocks is difficult
because of the process of degassing, although esti-
mates can be made from trace element ratios such as
CO2/Nb and CO2/Ba, for Nb and Ba have a similar
incompatible element behaviour to that of CO2.

Marty et al. (1999) found that the carbon isotope
composition of mid-ocean ridge basalts from a range
of locations around the world results in a near con-
stant ratio, which is within the typical mantle range,
of δ13C ¼ �5.2 � 0.7‰. This value can be taken as
representative of the depleted mantle. The carbon
isotope composition of arc basalts is slightly lighter
than that of MORB and is thought to be controlled by
a mixture of mantle carbon and carbon derived from
subducted carbonate sediments and is in the range
δ13C ¼ �8 to �2‰ (Eguchi et al., 2020). The carbon
isotope composition of ocean-island basalts is also
lighter than that of MORB and arc basalts and is in
the range δ13C ¼ �9 to �7‰ (summarised in Eguchi
et al., 2020). These low values may reflect the presence
of subducted organic carbon in the mantle source.
Even lower values have been recorded but these are
thought to reflect carbon isotope fractionation during
volcanic degassing.

Carbon from degassed volcanic rocks as found in
hydrothermal volcanic fluids is much more variable in
composition than that in the melts themselves. This is
in part due to fractionation during degassing and
carbonate precipitation, but also as result of mixing
with crustal rocks. Barry et al. (2014) report geother-
mal fluids from Iceland with δ13C in the range �18.8
to þ4.6 (mean �4.0 � 3.7), thought to be the result of

fractionation during degassing and carbonate precipi-
tation. However, they calculate that the pre-eruptive
value is δ13C ¼ �2.5 � 1.1, much closer to that of the
depleted mantle. Volcanic fluids from Tanzania have
δ13C in the range �2.3 to �6.5 (mean �3.1 � 1.9),
also close to mantle values, but in this case a
δ13C versus CO2/

3He plot reveals that these gases are
mixtures of mantle carbon, carbon derived from lime-
stones and an organic source (Barry et al., 2013).

7.3.3.5 Carbon Isotopes in Carbon-Bearing
Sediments

The carbon isotope ratio of marine carbonates and of
organic matter in the oceans is controlled by the add-
ition of carbon to the ocean–atmosphere system. In
the modern Earth a balance is maintained between the
volcanic outgassing of mid-ocean ridge and arc lavas
and the removal of carbon through silicate weathering
and the burial of organic carbon in sediments.
Modern seawater has, by definition, a δ13C value

close to 0‰ and marine carbonates therefore have
values close to this composition. This means that
ancient limestones can be used as a proxy for the
composition of seawater in the past. Figure 7.16
shows the variation in δ13C in marine carbonates
and marine organic carbon over geological time, indi-
cating that there have been some major departures
from modern values during Earth history. Possible
mechanisms to explain these variations include epi-
sodes of extreme volcanic outgassing such as those
associated with the formation of large igneous prov-
inces (Black and Gibson, 2019). Alternatively, it has
been suggested that an increase in the rate of burial of
organic sediments in the oceans leads to the preferen-
tial removal of isotopically light carbon (Krissansen-
Totton et al., 2015; Eguchi et al., 2020) and produces
a δ13C spike. A change in the rate of the burial of
organic carbon may, in turn, be related to levels of
oxygen in the Earth’s atmosphere and therefore linked
to the rise of photosynthesising organisms.
In addition to the global δ13C curves discussed

above, high-resolution δ13C measurements can be
made on specific stratigraphic sequences and used to
illuminate particular geological processes. For
example, Kämpf et al. (2020) use δ13C in modern
varved lake sediments as a proxy for flood events.

7.3.3.6 Biologically Derived (Organic) Carbon

The conversion of inorganic carbon through a CO2-
fixing mechanism into living, organic carbon entails
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the preferential concentration of the light 12C isotope in
organic carbon. This process is chiefly controlled by
reaction kinetics which favour the light isotope. At a
global level the net effect of this fractionation is that
relative to mantle-derived carbon (δ13C ~ �5‰) there
are two complementary reservoirs. Biological materials
are strongly depleted in δ13C (�20 to �30‰), whereas
seawater and marine carbonates (δ13C ~ 0‰) are
slightly enriched (Figure 7.16). At a more detailed level
the knowledge of specific fractionations in biological
materials is now used in the carbon isotope fingerprint-
ing of different plant groups and in the identification of
particular biological and climatic processes (see, e.g.,
Kohn, 2010).
Methane is the most depleted of all carbon com-

pounds and is commonly formed in nature either by
the anaerobic fermentation of organic matter or by
the thermal degradation of petroleum or kerogen at
temperatures greater than 100�C. Methane of bio-
logical origin has a range of δ13C values from about
�30‰ to �110‰, whereas abiotic methane has
δ13C values between �50 and þ10‰. Reeves and
Fiebig (2020) helpfully classify methane of microbial
and abiotic origin according to its δD and
δ13C composition (Figure 7.17).

7.3.3.7 Carbon Isotopes and the Search
for Early Life on Earth.

Schidlowski (1988) showed how the study of carbon
isotopes can be used to trace ancient biological
activity through the geological record. The argument
is based upon the observation that isotopically light,
organic carbon and isotopically heavy carbonates are
complementary reservoirs which have originated from
the biological fractionation of mantle carbon. Both
reservoirs therefore are responsive to changes in the
level of biological activity. Schidlowski (1988) showed
that there is very little change in the degree of frac-
tionation between the two reservoirs from the present
day to the earliest part of the geological record at 3.8
Ga and argued for the constancy of biological activity
since 3.8 Ga and presence of CO2-fixing organisms
since this time. Subsequent studies such as that of
Rosing (1999) have validated the early work of
Schidlowski (1988) and show that the geological
record preserves very low δ13C organic carbon signa-
tures in rocks as old as 3.7 Ga (Figure 7.16). There
are, however, problems in uniquely identifying bio-
genic signatures in the ancient sedimentary record,
for there is an overlap in the degree of carbon isotope
fractionation between biogenic and abiotic processes.
Horita (2005) showed that abiotic reactions can pro-
duce carbon isotope fractionations that are as large as
those driven by biogenic processes, and these will
produce a similar degree of fractionation to that
created by methanogenic bacteria.

7.3.3.8 Carbon Isotopes in Crustal Fluids

Crustal CO2-bearing fluids can be subdivided into
those which are present during metamorphism, fluids
related to mineralising processes and other forms of
fluid–rock interaction.
(a) Metamorphic fluids. The principal controls on

carbon isotope fractionation during metamorphism
are illustrated in Figure 7.14, and the relevant physical
fractionation processes were reviewed by Valley
(1986). The decarbonation of a marine limestone
during metamorphism leads to lighter (more negative)
δ13C in calcite (Nabelek et al., 1984; Epstein et al.,
2020), and the CO2 released is correspondingly heav-
ier in δ13C. The metamorphism of biogenic, non-
carbonate carbon, on the other hand, leads to a loss
of methane and heavier (less negative) δ13C values in
the residual graphite. However, this simple guide is
not always applicable, for metamorphic graphite may
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also be produced by the mixing of carbon-bearing
fluids as in the case of hydrothermal vein graphites
in the high-grade gneisses of New Hampshire
(Rumble and Hoering, 1986) and in pelites from the
Ivrea zone (Baker, 1988). Studies of the fractionation
of carbon isotopes during subduction zone meta-
morphism may be used to refine models of the global
carbon cycle and assess the fate of carbon-bearing
sediments during the subduction process and the asso-
ciated release of CO2 (Piccoli et al., 2016; Epstein,
2020).

(b) CO2 in gold-mineralising fluids. Carbonate min-
erals precipitated in association with Archean lode
gold deposits are thought to result from the CO2-rich
nature of the auriferous fluids and as such are poten-
tially an indicator of the source of the gold-bearing
solutions (Groves et al., 1988). Early studies found
that the mean δ13C value of calcite carbon was
between �3 and �4‰ and concluded that the CO2-
rich fluids were externally derived and of mantle
origin (Burrows et al., 1986). However, in a review
of orogenic gold deposits, Goldfarb and Groves
(2015) show that the carbon isotope compositions of
associated calcites are extremely variable and range
from δ13C ¼ þ2 to �30, implying multiple local
sources and carbon isotope fractionations during
deposition. They conclude that the variability in
δ13C in ore fluids and for ore-related carbonates in
orogenic gold deposits ‘makes it very difficult to use
such data to clearly define a carbon source for the ore-
forming fluids’. A better approach therefore is to
combine carbon isotopes measurements with meas-
urements from another stable isotope system as dis-
cussed in Section 7.3.3.9.

(c) CO2 fluid–rock interaction. The principles of
fluid–rock interaction were discussed in the section
on water–rock interaction (Section 7.3.2.6). When
the fluid–rock ratio is small, the δ13C in the rock
dominates the system and the composition of the fluid
is changed, whereas when the fluid–rock ratio is large
and the δ13C of the CO2–fluid dominates, it is the
δ13C value of the rock that is modified. Mass balance
calculations require a knowledge of the initial
δ13C values for the carbonate and the fluid, the pro-
portions of the carbon-bearing species and the frac-
tionation factors for 13C between CO2 and the carbon-
bearing species (see Section 7.3.3.1). The shift in
δ13C from the original to that measured in calcite
and/or graphite is used to calculate the extent of
fluid–rock interaction. Examples are given by Baker

(1988) and Skelton (2015). Baker (1988) found very
low fluid–rock ratios in the amphibolite and granulite
facies rocks of the Ivrea zone, whereas Skelton (2015)
found fluid–rock ratios of more than 30:1 in carbonate
rocks from Islay, Scotland.

7.3.3.9 Combined Oxygen and Carbon Isotope
Studies of Carbonates: δ18O–δ13C Plots

A combined study of carbon and oxygen isotopes in
carbonates is a powerful means of distinguishing
between carbonates of different origins and for under-
standing processes in carbonate rocks. On a
δ18O–δ13C diagram (Figure 7.18) oxygen isotope
compositions are plotted relative to the VSMOW
standard and carbon isotopes relative to VPDB. We
focus on the signatures of limestone diagenesis, hydro-
thermal calcite and metamorphic rocks.
(a) Limestone diagenesis. The δ18O–δ13C diagram is

particularly useful in understanding the processes of
limestone diagenesis and has the potential to distin-
guish between marine, organic and methane-related
carbon (Coleman and Raiswell, 1981). Oxygen iso-
topes in sedimentary carbonates can be used to deter-
mine the origin of the fluids in equilibrium with the
carbonates and can also provide an estimate of the
temperature of carbonate formation using the Epstein
et al. (1953) thermometer (Eq. 7.13), although care
should be taken to establish chemical equilibrium
(McConnaughey, 1989). A summary of the fractiona-
tions which can take place in carbon and oxygen
isotopes in carbonate rocks during deposition, burial
and exhumation is given in Figure 7.18a (after Reis
et al., 2019).
A fruitful approach to understanding limestone

lithification is through the isotopic analysis of the
different generations of carbonate produced during
this process. This allows the construction of an evolu-
tionary pathway on a δ18O–δ13C diagram and shows
the isotopic history of the rock. Denny et al. (2020)
show how combined ion-probe measurements of
δ18O and δ13C on zoned diagenetic carbonates can
be used to monitor changing fluid compositions and
temperatures in different parts of the Williston basin
in the northern United States.
(b) Hydrothermal calcite. Hydrothermal calcites

formed by water–rock interaction at a mid-ocean
ridge show a wide range of compositions on a
δ18O–δ13C plot, chiefly as a function of differing
water–rock ratios (Stakes and O’Neill, 1982). At
one extreme, calcite in a greenstone breccia has
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mantle-like δ13C values and formed in a rock-
dominated environment (low water–rock ratio) at
high temperature (145–170�C). In contrast, low-
temperature vein calcites have seawater δ13C values
and represent a large volume of seawater interacting
with the host basalts.
Calcites associated with Mississippi Valley–type

lead–zinc mineralisation in Carboniferous limestone
in Illinois show a marked decrease in δ13C during their
growth coupled with only a small decrease in δ18O.
These changes indicate that early calcites were very
similar to the composition of carbonates in the lime-
stone, while late in the evolution of the hydrothermal
system, fluids associated with the degradation of
organic carbon become important (Richardson et al.,
1988).
In carbonaceous chondrites hydrothermal calcite

may form during the planetary weathering which
takes place in the formation of planetesimals. In this
case a plot of δ18O–δ13C allows an estimate to be
made of their temperature of formation, the compos-
ition of the gas mixture from which they were

precipitated and subsequent processes of dissolution
and reprecipitation (Telus et al., 2019).
(c) Metamorphic rocks. Valley (1986) showed how

the composition of δ18O and δ13C varies between
batch and Rayleigh fractionation during the
metamorphism of carbonate rocks. Both types of frac-
tionation lead to a similar reduction in δ18O, but
δ13C values are fractionated to much lighter values
during Rayleigh fractionation (Figure 7.18b).
Coupled δ18O and δ13C trends for many examples of
contact metamorphism show a strong coupled
decrease in δ18O and δ13C with increasing grade of
metamorphism. A similar pattern is found in the sub-
duction zone metamorphism of marine carbonates in
the western Alps (Epstein et al., 2020).

7.3.3.10 Carbon Isotope Thermometry

Inspection of Figure 7.15 shows that the fractionation
of 13C between carbon-bearing phases is strongly
temperature-dependent. Following Bottinga (1969), a
number of workers have shown how these fractiona-
tions may be used as thermometers. Kueter et al.
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(2019) provide an experimental calibration of the par-
tition of carbon isotopes between carbonate phases
and graphite and diamond and show how this can be
used as a geothermometer. Their experiments were
conducted at high temperatures (1200–1500�C) on
carbonate melt and graphite and extended to lower
temperatures using natural partitioning data in meta-
morphic rocks. They propose the following
thermometer:

Δ13Ccarbonate�graphite ¼ 3:37 �0:04½ � � 106
� �

=T2

(7.21)

in which temperature T is in K. This thermometer is
calibrated in the range 610–1500�C and is applicable
to carbonates which are in the solid and molten state,
meaning that the thermometer is applicable to meta-
morphic and magmatic carbonate–graphite pairs. At
mantle temperatures the fractionation of carbon
isotopes between calcite and Mg–calcite and between
graphite and diamond is very small, of the order of
0.1‰, which means that the carbonate–graphite
thermometer may also be applied to magnesian car-
bonates and diamond.

In an older application, the carbon isotope compos-
ition of CO2 in fluid inclusions and that of coexisting
graphite was used as a thermometer. The exchange
was calibrated by Bottinga (1969) and the method was
used by Jackson et al. (1988), who obtained equilibra-
tion temperatures close to the peak of metamorphism
from CO2-rich inclusions in quartz and graphite in
granulite facies gneisses from South India.

7.3.4 Sulphur Isotopes

Naturally occurring sulphur-bearing species include
native sulphur, the sulphate and sulphide minerals,
gaseous H2S and SO2 and a range of oxidised and
reduced sulphur ions in solution. A summary of the
isotopic compositions of some major Earth reservoirs
and rock types is given in Figure 7.19.

Sulphur has four stable isotopes – 32S, 33S, 34S and
36S – and three different stable isotope ratios can be
measured. Until the year 2000 most sulphur isotope
studies reported only values for δ34S because the two
isotopes involved (34S and 32S) are more abundant
(see Box 7.7) and relatively straightforward to meas-
ure. The lower abundances of 33S and 36S had meant
that their measurement was more difficult, although

Box 7.7 Sulphur isotopes
.................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

32S ¼ 95:04‰
33S ¼ 0:75‰
34S ¼ 4:20‰
36S ¼ 0:015‰

Measured isotope ratios

δ33S‰ ¼ 33S=32S sampleð �33S=32S standardð Þ
� �h
=33S=32S standardð Þ

i
� 1000 (7.22a)

δ34S‰ ¼ 34S=32S sampleð �34S=32S standardð Þ
� �h
=34S=32S standardð Þ

i
� 1000 (7.22b)

δ36S‰ ¼ 36S=32S sampleð �36S=32S standardð Þ
� �h
=36S=32S standardð Þ

i
� 1000 (7.22c)

Delta notation (see Section 7.2.4)

Δ33S ¼ d33S� 1000 1þ δ34S=1000
� �0:515 � 1

� �
(cp 7.8)

Δ33S ¼ δ33S� 0:515� δ34S equilibrium curveð Þ
Δ36S ¼ δ36S� 1000 1þ δ34S=1000

� �1:91 � 1
� �

(cp 7.9)

Δ36S ¼ δ36S� 1:91� δ34S equibrium curveð Þ
Standards

Troilite (FeS) from the Canon Diablo iron
meteorite (CDT)

V-CDT is based on the reference material IAEA-
S-1 (Ag2S)

On the CDT scale ISEA-S1 has the composition
δ33S = �0.091‰, δ34S = �0.401‰, δ36S =
�1.558‰, Δ33S = 0.116‰, Δ36S = �0.796‰
(Dottin et al., 2020)

Mantle value (depleted upper mantle)

δ34S ¼ �0:68� 0:09 to� 1:28
� 0:33‰; averageΔ33S

¼ þ0:008� 0:006‰ Continued
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with technological improvements and the discovery
that these isotope ratios have geological significance
they are now also frequently measured.
Given that three different sulphur ratios can be

determined, it is possible to discriminate between
mass-dependent and mass-independent fractionation in
the sulphur isotope system (see Section 7.2.4). Mass-
dependent fractionation is based upon the assumption
that the fractionation between the different isotopes is
dependent upon their mass differences and so, for
example, the fractionation of δ33S ~ 0.5 ∗ δ34S. The
actual value is determined from the slope of a plot of
terrestrial sulphide and sulphate values for the two
isotope ratios and is found to be 0.515 for equilibrium
fractionation (Box 7.7). Mass-independent fraction-
ation represents deviation from the mass-dependent
fractionation line and implies that a different set of
processes is operating. Mass-independent fractionation
is quantified using the Δ notation and the term
Δ33S represents the fractionation of δ33S relative to
δ34S. In the modern Earth Δ33S is zero, but in the early

history of the Earth both positive and negative devi-
ations have been recorded (Farquhar and Wing, 2003).
The Δ notation is calculated following Eqs. 7.8 and 7.9
(Box 7.7) following Farquhar and Wing (2003).
A slightly different calculation is given by Mishima
et al. (2017), although the two definitions are almost
identical where variations in δ34S are less than � 10‰.

Older sulphur isotope measurements were based
upon the analysis of SO2 gas; precision during mass
spectrometry was ~0.02‰ and accuracy about 0.10‰.
Modern analyses, however, require very high preci-
sion in order to measure the lower abundance isotope
ratios δ33S and δ36S, and so sulphur is now converted
into SF6 gas. This is to be preferred because fluorine
has only one isotope and so the use of SF6 reduces the
number possible mass interferences from the method
where multiple oxygen isotopes were involved (Ono
et al., 2006). The gas chromatography–mass spec-
trometry fluorination method of Ono et al. (2006)
can also be applied to the in situ laser ablation of
samples, using a KrF laser. In this case the spatial
resolution is of the order of ~150 μm in diameter.
Multiple sulphur isotopes (32S, 33S, 34S) can be also

analysed by the ion microprobe (SIMS) using simul-
taneous multicollection methods. The sulphur may
be analysed as either positive or negative ions,
although negative secondary ions give a greater yield
and so typically a 133Cs+ primary beam is used
(Whitehouse et al., 2005). Precision for Δ33S is
between 0.2 and 0.3‰ and the spatial resolution is
of the order of ~25 μm in diameter. Hauri et al.
(2016) describe the high-precision analysis of sulphur
isotopes using a nanoSIMS in which the spatial reso-
lution is in the order of ~15 μm.
The primary input into the Earth’s sulphur cycle

comes from volcanic sulphur dioxide which in the
Earth’s stratosphere converts to sulphate aerosols.
This returns to the Earth’s surface through precipita-
tion, weathering and riverine input into the oceans.
Sulphur-rich fluids also enter the oceans through the
outgassing of submarine magmas at mid-ocean ridges
and their related hydrothermal systems. Sulphur is
removed from the oceans primarily through pyrite pre-
cipitation, principally driven by sulphate-reducing bac-
teria, and to a lesser degree through sulphate–evaporite
deposits. Sedimentary pyrite and sulphate are then
returned either to the weathering cycle as a result of
tectonic uplift or to the mantle through subduction.
These processes include a range of sulphur isotope

fractionations (see Section 7.3.4.2), which give rise to

Box 7.7 (cont.)
.................................................................................................................................................................................................................................................................................

Bulk silicate Earth value

δ34S ¼ þ0:04� 0:10‰

Variations in nature
See Figure 7.19.

Hydrothermal vents
Hydrothermal 
  mineral deposits

mantle 
sulphur

Chondritic meteorites

Bulk earth
Earth’s core

MORB
Arc basalt
Granites
Seawater
Marine sediments

–56

–30        –20        –10           0          +10         +20        +30
�   S ‰34

Figure 7.19 Variations in δ34S (expressed relative to
V-CDT) in major Earth reservoirs and rock types
relative to the sulphur isotope composition of the
Earth’s mantle.
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three isotopically distinct sulphur isotope reservoirs.
These are the following:

(1) Mantle-derived sulphur with δ34S values in the
range �1 to �2‰

(2) Seawater sulphur with δ34S today ¼ þ21‰,
although this value has varied in the past

(3) Strongly reduced (sedimentary) sulphur with large
negative δ34S values.

Sulphur isotope studies today play an important
role in unravelling the Earth’s global sulphur cycle,
both in the present and over geological time, in par-
ticular, monitoring major changes during the evolu-
tion of the Earth’s atmosphere and oceans and the
development of life on Earth. In addition, sulphur
isotopes play a major role as geological tracers and
are used to identify the sources of sulphide and sul-
phate in a variety of geological environments.

7.3.4.1 The Distribution of Sulphur Isotopes
in Nature

Unequilibrated chondritic meteorites have a narrow
range of δ34S and Δ33S values, close to those of the
sulphur isotope standard, the mineral troilite in the
Canyon Diablo iron meteorite (CDT). Primitive
chondrites have δ34S values averaging 0.0 � 0.3‰
and average Δ33S indistinguishable from that of
CDT. Ordinary chondrites have δ34S ¼ þ0.04
� 0.10‰ and are thought to represent the bulk
Earth value. Melting experiments show that the
Earth’s core was enriched in 34S; this sulphur would
have been dissolved in the alloys of the Earth’s core,
leading the residual mantle to be 34S-deficient relative
to the bulk Earth (Labidi and Cartigny, 2016, and
references therein).

It has been proposed that minimal isotope fraction-
ation takes place during mantle melting, and so esti-
mates of the sulphur isotopic composition of the
depleted upper mantle can be made from measure-
ments on mid-ocean ridge basalts (Labidi and
Cartigny, 2016). δ34S values for MORB glasses range
from �0.68 � 0.09 to �1.28 �0.33‰ and an average
Δ33S ¼ þ0.008 �0.006‰, the latter indistinguishable
from CDT and bulk chondrites. Slightly higher values
are reported for plume basalts with δ34S in the range
0 to þ3.0‰ (Dottin et al., 2020), which may indicate
the deep recycling of 34S-enriched materials.

Arc volcanic rocks are derived from a mantle
source which is enriched in δ34S relative to MORB
and OIB sources. Globally, they show a wide range of

sulphur isotope values with δ34S between �2.0 and
þ18.0‰, although individual arcs have a smaller
range. A global average for arc volcanic rocks is
δ34S ¼ þ5.3 � 4.0‰ (de Hoog et al., 2001). Li et al.
(2020) have argued that the positive δ34S signature of
the sub-arc mantle cannot be derived from slab-
derived fluids in a subduction zone and that subducted
slabs return a negative δ34S contribution of ~�3.7‰
to the deep mantle.
Crustal rocks show also show a wide range of

δ34S values. Bulk rock sulphur isotope measurements
on granitoids range in composition from δ34S ¼~ �10
to þ15‰ (see, e.g., Coleman, 1977; Yang and Lentz,
2010). This variation reflects the diverse protoliths
involved in granitoid genesis and varying degrees of
interaction between granitic melts and their host rocks.
The average δ34S value for sulphate in modern

seawater is 21.24 � 0.88‰ and the average value for
Δ33S value is þ0.05 � 0.014‰. Riverine δ34S input
varies between 5 and 15‰ depending upon the
weathering source (Tostevin et al., 2014). Present-
day marine sulphate evaporites are enriched in
δ34S by between 1 and 2‰ relative to seawater, a
relationship exploited by Claypool et al. (1980) and
Crockford et al. (2019) to determine the δ34S value of
ancient seawater. Crockford et al. (2019) summarise
the changes in δ34S and Δ33S in sedimentary sulphate
since the Archaean and show from evaporite data that
there were major positive and negative excursions
relative to modern values over geological time.
δ34S in other modern marine sediments has an exten-
sive range with values from þ20‰, reflecting the
composition of seawater, down to �56‰, the product
of bacterial sulphate reduction to form pyrite.
δ34S in modern hydrothermal vent chimneys from

mid-ocean-ridge settings have bulk rock values in the
range �1.0 to 6.0‰. This range of values reflects the
mixing of MORB-derived sulphur with seawater sul-
phate (Butler et al., 1998). Sulphides in hydrothermal
mineral deposits of volcanogenic and sedimentary
origin show a very wide range of δ34S values, reflect-
ing the multiple sources of the sulphur in these envir-
onments. Compare, for example, measurements for a
porphyry Mo deposit (δ34S ¼ 1.5 to 3.8‰; Han et al.,
2018) with findings for a shear-hosted gold deposit
(δ34S ¼ �12.6 to þ23.5‰; Godefroy-Rodríguez
et al., 2020). In addition, recent in situ sulphide ana-
lyses show a huge variation in the δ34S values of the
different sulphide species within an individual mineral
deposit (Li et al., 2019).
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7.3.4.2 Controls on the Fractionation
of Sulphur Isotopes

Inspection of Figure 7.19 shows that crustal rocks
and sediments have a wide range of δ34S values.
These ranges of values indicate either fractionation
or mixing processes. In this section we consider the
main fractionation mechanisms in igneous and
sedimentary rocks.
(a) Sulphur isotope fractionation in igneous rocks.

Magmas may be rich in either SO2 or H2S. This is a
function of the oxidation state of the melt and in part
this depends upon pressure. Typically, high pressure
favours H2S, whereas at low pressures SO2 is the
dominant species (Rye, 2005). The fractionations of
sulphur isotopes during igneous processes are rela-
tively small. For example, Labidi and Cartigny
(2016) in their investigation of mid-ocean ridge basalts
found that there is ‘negligible sulfur isotope fraction-
ation during partial melting’ of the Earth’s mantle.
This is an important observation for it means that the
sulphur isotope composition of basaltic rocks can be
taken to reflect the isotopic composition of their
source.
Isotope fractionation during magmatic differenti-

ation is more complex because a number of different
processes may be operating. First, the element sulphur
is sensitive to, and, depending upon its concentration
may control, the redox state of the melt. Second,
sulphides may segregate from the silicate melt as an
immiscible sulphide melt. Variation in sulphur isotope
compositions during the magmatic fractionation of
the layered gabbros of the Huntley–Knock intrusion
of northeast Scotland is about 2‰ under conditions of
variable oxygen activity (Fletcher et al. 1989).
Similarly, Ueda and Sakai (1984) report differentiated
felsic and mafic sequences which record a change in
δ34S of 1‰ during fractionation. In the case of the
segregation of an immiscible sulphide melt from a
silicate melt, Labidi and Cartigny (2016) show that
there is no measurable sulphur isotope fractionation
between the sulphur dissolved in the silicate melt and
the immiscible sulphide melt.
Volcanic rocks may lose a considerable fraction of

their dissolved sulphur during volcanic degassing. It is
important, therefore, to quantify the extent to which
sulphur isotopes are fractionated in this process in
order to estimate the primary sulphur isotope signa-
ture of the parent rock. The principal controls on
sulphur isotope fractionation during volcanic

degassing are the depth at which the degassing takes
place, the oxidation state and temperature of magma
and whether or not the degassing was as a batch or
fractional process (de Hoog et al., 2001). For arc
basalts, de Hoog et al. (2001) conclude that only a
small amount of fractionation takes place during
degassing, about 4‰, and that the isotopic shift in
the melt will be normally towards lower, more nega-
tive values. Isotopic shifts towards more positive
values will take place only at low pressures and tem-
peratures (below 1000�C) and at high oxidation states,
and are modest, ~1.5‰ (Fiege et al., 2015).
(b) Sulphur isotope fractionation between sulphur

species in hydrothermal systems. At temperatures
above 400�C the dominant sulphur species in hydro-
thermal systems are H2S and SO2 and the isotopic
composition of the fluid is approximated by

δ34Sfluid ¼ δ34SH2S∗XH2S þ δ34SSO2∗XSO2 (7.23)

where XH2S etc. is the mole fraction of H2S relative to
total sulphur in the fluid (Ohmoto and Rye, 1979). At
these elevated temperatures H2S and SO2 are assumed
to behave as an ideal gas mixture. The fractionation
factor is relatively large and is given in Table 7.4a; the
fractionation curve is illustrated in Figure 7.20. At
lower temperatures (T< 350�C) the dominant sulphur
species in a hydrothermal system are sulphate and
H2S (Ohmoto and Rye, 1979).
There are a number of theoretical and experimental

determinations of the fractionation of δ34S between
coexisting sulphide phases and H2S as a function of
temperature. These are given in Table 7.4a and illus-
trated in Figure 7.20a. From these fractionations a
number of sulphide pair thermometers have been
derived; see Table 7.4b and Figure 7.20b. However,
these data should be used with care because of the
following:

• The fractionation of 34S between the different
sulphur-bearing species in hydrothermal fluids is
not simply controlled by temperature. Rather, it is
also a function of the physico-chemical conditions
of the fluid, which include oxygen activity, sulphur
activity, pH and the activity of cations associated
with sulphate. This means that the δ34S of a hydro-
thermal fluid cannot be directly estimated from the
δ34S value of sulphide minerals unless variables such
as oxygen activity and pH are also known.

• The partitioning of sulphur isotopes between sul-
phides is not a particularly sensitive thermometer
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because at high temperatures the fractionation
factor is small (see Figure 7.20), and so reliable
sulphur isotope thermometry requires very precise
isotopic determinations.

• Sulphide mineral pairs are not always in equilib-
rium. This can arise when the mineral pair is
formed at low temperatures (T < 200�C), when
the isotopic composition of the mineralising fluid
was variable during their deposition and when
there is continued isotopic exchange following the
formation of the mineral phases. The attainment of
isotopic equilibrium is best demonstrated by the
determination of similar temperature estimates
between three coexisting minerals. If this approach
is not possible, then there should be clear textural
evidence of equilibrium.

In contrast to the relatively small amount of sul-
phur isotope fractionation between sulphide mineral
pairs, there is more extensive fractionation of

δ34S between co-existing sulphide and sulphate
phases. This can be seen in the relatively large frac-
tionation factor between H2S and sulphate phases
given in Table 7.4a and between sulphate and sulphide
species listed in Table 7.4b. Rye (2005) reviewed the
stable isotope geochemistry of sulphate–sulphide
equilibria in igneous and fluid-related hydrothermal
systems but found that there is frequently disequilib-
rium between coexisting sulphate and sulphide
species. Rye (2005) recommends two different graph-
ical techniques to establish equilibrium relationships.
First, he uses a 1000 ln αSO4�H2S versus temperature
plot on which sulphide–sulphate pairs are shown rela-
tive to the H2S–SO2 equilibrium curve. It can be seen
in this study that some sulphide–sulphate mineral
pairs plot on the H2S–SO2 equilibrium curve, whereas
others plot far away from equilibrium. A second
approach is to use a δ34Ssulphate–δ

34Ssulphide plot on
which the sulphate–sulphide fractionation factors are
plotted for a range of temperatures (Figure 7.21).

Table 7.4b Calibrations for sulphur isotope thermometers

Mineral pair Thermometer equationa T (�C) Reference

Pyrite–galena 1000 ln α ¼ (1.03 � 106)/T2 Ohmoto and Rye (1979)
1000 ln α ¼ (1.08 � 106)/T2 150–600 Clayton (1981)

Pyrite–sphalerite 1000 ln α ¼ (0.30 � 106)/T2) Ohmoto and Rye (1979)
(pyrite–pyrrhotite)
Pyrite–chalcopyrite 1000 ln α ¼ (0.45 � 106)/T2) Ohmoto and Rye (1979)
Sphalerite–galena 1000 ln α ¼ (0.73 � 106)/T2) Ohmoto and Rye (1979)
(pyrrhotite–galena) 1000 ln α ¼ (0.76 � 106)/T2) 100–600 Clayton (1981)
Sulphate–pyrite 1000 ln α ¼ 6.063 � (106/T2) � 0.56 Ohmoto and Lasaga (1982)
Sulphate–chalcopyrite 1000 ln α ¼ 6.513 � (106/T2) � 0.56 Ohmoto and Lasaga (1982)

aTemperature in Kelvin and mainly based on the fractionation factors given in Table 7.4a.

Table 7.4a Fractionation factors for the distribution of 34S between H2S and S compoundsa

Mineral A B T (�C) Reference

Anhydrite/gypsum 6.463 0.56 � 0.5 200–400 Ohmoto and Lasaga (1982)
Barite 6.5 � 0.3 200–400 Miyoshi et al. (1984)
Molybdenite 0.45 � 0.10 uncertain Ohomoto and Rye (1979)
Pyrite 0.40 � 0.08 200–700 Ohomoto and Rye (1979)
Sphalerite 0.10 � 0.05 50–705 Ohomoto and Rye (1979)
Pyrrhotite 0.10 � 0.05 50–705 Ohomoto and Rye (1979)
Chalcopyrite �0.05 � 0.08 200–600 Ohomoto and Rye (1979)
Bismuthinite �0.67 � 0.07 250–600 Bente and Nielsen (1982)
Galena �0.63 � 0.05 50–700 Ohomoto and Rye (1979)
SO2 4.7 �0.5 � 0.5 350–1050 Ohomoto and Rye (1979)

aUsing the equation 1000 ln αmineral–H2S ¼ A ∗ (106/T2) þ B, temperature in Kelvin.
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In this plot the sulphide data should first be converted
to δ34SH2S values using the equations in Table 7.4a to
allow for H2S–sulphide mineral isotopic fraction-
ation, although for sulphates this fractionation can
be ignored for there is minimal fractionation between
sulphate minerals and aqueous sulphate. The utility of
a diagram of this type is shown in the plot of sulphide–
sulphate pairs from igneous and late hydrothermal
systems in the late Miocene Julcani mining district of
Peru where samples plot over a range of temperatures
indicative of disequilibrium (Figure 7.21; Rye, 2005).
(c) Sulphur isotope fractionation in sedimentary

rocks. In marine sediments the sulphur cycle is driven
primarily by the process of dissimilatory sulphate
reduction (DSR), which is the reduction of seawater
sulphate to sulphide by anaerobic microorganisms.
This process can be thought of as a form of sulphate
respiration. The metabolic pathway in these organ-
isms converts sulphate into hydrogen sulphide. Much

of the sulphide produced in this way is subsequently
converted back into sulphate by a series of microbial
and geochemical oxidation reactions, but some of the
H2S combines with iron and organic matter and is
buried in the sediment. Thus, the end product of this
process is the formation of sedimentary pyrite. This
part of the surface sulphur cycle is closely tied to the
surface oxygen and carbon cycles (Rickard et al.,
2017) and has implications for the evolution of the
composition of the atmosphere, the oceans and the
development of life (Figure 7.22).

There are two other significant biological processes
which fractionate sulphur isotopes in the sedimentary
environment. Assimilatory sulphate reduction is the
means by which green plants, fungi and most bacteria
reduce sulphate to sulphide. In this process, sulphide is
produced for biosynthesis but there is no energy gain.
In addition, there is the process of microbial dispro-
portionation of sulphur (i.e., the simultaneous

5

4

3

2

1

0

–1

–2

–3

–4

–5
0        1         2         3         4         5         6         7          8

800  600          400         300 

0                 1                2                3                 4 

26

24

22

20

18

16

14

12

10

8

6

4

2

800  600 400   300          200                        100
T (  C)o T (  C)o

6 210  /T  (K) 6 210  /T  (K)

10
00

 ln
 �

 m
in

er
al

–H
�S

10
00

 ln
 �

 m
in

er
al

�–
m

in
er

al
�

pyrite–galena

sphalerite–galena

sulphate–
pyrite

SO�–H�S

SO�

molybdenite

pyrite

chalcopyrite

galena

sulphate–
chalcopyrite

(a) (b)

sphalerite, pyrrhotite

Figure 7.20 (a) Partitioning of 34S between minerals and H2S as a function of temperature. Mineral pairs with
the greatest separation will be the most sensitive thermometers (data from Table 7.4a). (b) Partitioning of
34S between mineral pairs and SO2–H2S showing that the greatest fractionations are between sulphides
and sulphates.

254 Using Stable Isotope Data



–5                0                5              10              15              20              25              30

10

5

0

–5

–10

–15

–20

–25

700º  	
SO4–H2S = 6.8

	SO4–H2S = 0

400º  	
SO4–H2S = 14.3

500º  	
SO4–H2S = 10.8

300º  	
SO4–H2S = 19.7

200º  	
SO4–H2S = 28.9

�34S sulphate

�3
4S

 s
ul

ph
id

e

Figure 7.21 δ34Ssulphate versus
δ34Ssulphide plot showing
disequilibrium between coexisting
sulphate and sulphide minerals in
late Miocene magmatic and
hydrothermal mineral deposits in
the Julcani district of Peru.
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CO2 + H2O = CH2O + O2

pyrite oxidation
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Figure 7.22 The relationship
between the sulphur cycle and the
surface carbon and oxygen cycles
showing the principal chemical
reactions. (After Rickard et al.,
2017; with permission from the
Mineralogical Society of
America)
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oxidation and reduction of sulphur) in which microbes
disproportionate sulphur compounds with an inter-
mediate oxidation state created during the re-
oxidation of sedimentary sulphides, sulphites, thiosul-
phate and elemental sulphur.
The various redox reactions between the different

sulphur species affect the isotopic composition of the
resultant sulphides and sulphates. There are two main
processes. First, there is kinetic fractionation, in which
heavy isotopes have a reaction velocity which is
slightly slower than light isotopes during the trans-
formation of an oxidised to a reduced phase. In the
conversion of sulphate to sulphide, the sulphide prod-
uct is relatively enriched in the light isotope relative to
the heavy isotope and so has a more negative value of
δ34S. A second process is equilibrium fractionation, in
which a heavy isotope (34S) is more stable when it is
part of a strong bond, such as with oxygen in sulphate,
and the lighter isotope (34S) is more stable when there
is a weaker bond, such as with hydrogen in
H2S (Jørgensen et al., 2019). The impact of these
different microbial fractionations of sulphur isotopes
was summarised by Shen and Buick (2004) as follows:

• In dissimilatory sulphate reduction, sulphur isotope
fractionation is relatively small; on average, the
fractionation between δ34S of plants and their sul-
phate source is about �1.5‰.

• In the case of assimilatory sulphate reduction, large
fractionations have been recorded. In laboratory
studies, fractionations of 70‰ are seen, although
in natural populations the upper limit of fraction-
ation is a depletion in 34S of 49‰.

• During the re-oxidation of H2S produced by micro-
bial sulphate reduction and the disproportionation
of metastable intermediate compounds, there can be
depletions in 34S of up to 70‰.

In addition to the microbial processes discussed,
there are also abiogenic processes whereby sulphur
isotopes are fractionated in the sedimentary environ-
ment. During the formation of evaporites the precipi-
tation of sedimentary sulphate from seawater
produces a relatively small δ34S enrichment of 1.65
� 0.12‰ (Thode and Monster, 1965). In addition
mineral deposits show evidence of sulphate reduction
at temperatures above those favourable to sulphate-
reducing bacteria (Trudinger et al., 1985). For
example, in ocean-ridge hydrothermal systems sul-
phate reduction can be achieved by reaction with
Fe2+-bearing minerals. It is likely that this is an

equilibrium process in which the isotopic composition
of sulphates in equilibrium with sulphides is isotopic-
ally heavier than that of the initial sulphate compos-
ition (Shen and Buick, 2004, and references therein).

7.3.4.3 Using Sulphur Isotopes to Identify Multiple
Sources in Igneous Rocks and Hydrothermal
Mineral Deposits

(a) Igneous rocks. The data in Figure 7.19 show that
some suites of igneous rocks have a range of sulphur
isotope ratios which cannot easily be explained simply
by the relatively small fractionations which take place
during igneous processes (Section 7.3.4.2). This is
apparent in the data for arc basalts and granitoids
and implies that these rock types are produced either
from multiple sources with different sulphur isotope
compositions or via a mixing process such as the
crustal contamination of mantle-derived melts. An
example of crustal contamination is given by Boztug
and Arehart (2007) in their study of post-collisional
granitoids from central Anatolia, Turkey. These
granitoids have whole-rock sulphur isotope ratios of
δ34S ¼ 1.9–15.3‰ and show a positive correlation on
a δ34S versus δ18O diagram, suggestive of mixing
between mantle-derived melts (low δ34S and δ18O)
and crustal melts (high δ34S and δ18O).
Massive sulphide ores associated with mafic and

ultramafic rocks from the eastern part of the Central
Asian Orogenic Belt in north-west China have
δ34S values in the range 0.8–8.2‰ (Tang et al.,
2012). These values are higher than those found in
sulphides from mantle-derived melts and are inter-
preted as the result of contamination of mantle-
derived melts with crust-derived sulphur with a posi-
tive δ34S. Gabbros and associated magmatic sulphides
from the Hidaka metamorphic belt in Japan also
preserve a record of crustal contamination of mafic
magmas, in this case through magma mixing and the
assimilation of a crust-derived tonalite which has a
strongly negative δ34S signature. Tompkins et al.
(2012) calculate that the δ34S ratios in the gabbros
(δ34S ¼ þ6 to �7.5‰) can be modelled with an
AFC process in which 10 wt.‰ tonalite (δ34S ¼
�4.5 to �10.5‰) was mixed with the gabbro followed
by about 14 wt.‰ fractional crystallization.
An example of mixing in a mantle source region is

given by Dottin et al. (2020), who show that in the
magmas of the Samoan mantle plume there is evi-
dence of the mixing of two mantle sources. Samoan
basalts display a positive correlation between δ34S and
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87Sr/86Sr, implying a small but variable crustal com-
ponent in the mantle source. They propose a model to
explain the compositional variation in the melts in
which there is mixing between an enriched component
with slightly positive Δ33S and a positive δ34S, which
they equate with the mantle source region HIMU, and
a component with Δ33S ¼ 0 and negative δ34S, which
they regard as primordial mantle.

(b) Hydrothermal mineral deposits. Many hydro-
thermal mineral deposits form as a result of mixing
of fluids derived from a number of different sources
with different sulphur isotope compositions. Sulphur
isotope studies therefore are an important tool in
constraining their origin and mechanism of depos-
ition. This is illustrated in Figure 7.23, which shows
the wide range of δ34S compositions recorded in the
sulphide and sulphate minerals from different types of
hydrothermal mineral deposit. While this variability
has been known and understood for some time, the
recent application of in situ sulphur isotope measure-
ments is opening up a much more nuanced approach
to variations in the fluid chemistry (McDonald et al.,
2018; Mukherjee et al., 2019).

Volcanic hosted massive sulphide deposits
(VHMS), typified by modern hydrothermal vent
systems forming at mid-ocean ridges and Kuroko-
type deposits hosted in felsic calc-alkaline lavas, illus-
trate some of the end-member processes well, for at

their simplest these systems represent the mixing of
mantle-derived sulphur with δ34S ~ 0‰ and seawater
sulphate with δ34S ~ 21‰. The δ34S values recorded in
the different sulphide and sulphate phases from these
deposits reflect this range of values and the associated
processes of bacteriological sulphate reduction (Butler
et al., 1998; Luders et al., 2001; Cazanas et al., 2008;
Keith et al., 2016).
The δ34S values for most porphyry-type deposits

are between �5.0 and þ5.0‰, close to the mantle
range (Han et al., 2018). In their study of the
Donggebi porphyry Mo deposit in the Central Asian
Orogenic Belt in China, Han et al. (2018) report a
narrow range of δ34S values in molybdenite and asso-
ciated sulphides of between 1.5 and 3.8‰. In this
instance there are no marine sediments in the vicinity,
but the fact that these values are elevated above typ-
ical mantle values suggest that they have interacted
with a crustal source.
Sulphides fromMississippi Valley–type (MVT) ores

show a large compositional range of between δ34S ¼
�25 and þ25‰ (Figure 7.23); individual deposits are
also quite variable with ranges of δ34S up to 20–30‰.
These large ranges are thought to be indicative of
Rayleigh fractionation in partially closed systems
where sulphate supply is the limiting factor. Deposits
with negative values may result from the large fractio-
nations produced by bacterial sulphate reduction in
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mantle 
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MVT deposits
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Figure 7.23 Sulphur isotope composition of sulphide and sulphate species in hydrothermal ore deposits relative
to mantle sulphur. (Data from sources in the text and from the compilations in Shanks, 2013)
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marine sediments. Those with positive values may
reflect significant bacterial sulphate reduction in
organic-rich settings or through thermochemical sul-
phate reduction in the subsurface (Shanks, 2013).
Sulphides in the Cretaceous fluorite–barite hydro-

thermal veins from the Freiberg ore district in
Germany have a wide range of δ34S values between
�5.5 and �30.9‰. Cogenetic barites have δ34S values
between þ6 and þ14‰. This range of values is
thought to indicate the mixing of two highly saline
brines and the partial reduction of marine sulphate
(Bauer et al., 2019).

7.3.4.4 Using Sulphur Isotopes to Understand
the Evolution of the Earth’s Atmosphere

The discovery of mass-independent fractionation in
the sulphur isotope system was unexpected and
opened up an important means of understanding the
nature of the atmosphere in the early Earth. Mass-
independent sulphur isotope fractionation (Section
7.2.4) is thought to reflect photochemical processes
in the upper atmosphere in which SO2 is reduced in
ultraviolet radiation to elemental sulphur. The signifi-
cant discovery, however, is that both the formation
and the preservation of the mass-independent frac-
tionation (MIF) signal require anoxic conditions.
Experimental studies show that to create and preserve
a MIF signal, oxygen concentrations have to be as
low as 10�5 present atmospheric levels.
Early studies showed that both positive and nega-

tive Δ33S signals have been preserved. This is
explained in terms of two different ‘channels’ from
the atmosphere to the sediment where the signal is
preserved. In the case of elemental sulphur created
by the photolysis of volcanogenic SO2, this was trans-
ported to the Earth’s oceans in rain where it continued
to exist either as elemental sulphur or as thiosulphate
but ultimately was preserved in sediment as sulphide
with a positive Δ33S signal. Alternatively, volcano-
genic SO2 was converted into sulphite and sulphate
in the atmosphere and transferred to the oceans as
sulphate with a negative Δ33S signal. Some of this
sulphate was preserved as sedimentary sulphate, while
another component was converted into sedimentary
sulphide with a negative Δ33S signal (Farquhar and
Wing, 2003). Some of the sedimentary sulphide was
subsequently returned to the mantle by means of sub-
duction and recorded for posterity in tiny sulphide
inclusions in diamonds (Farquhar et al., 2002).

Sulphur isotope data can be presented on a
δ34S versus Δ33S diagram as a means of showing
simultaneously the effects of mass-independent
fractionation (Δ33S) relative to that of mass-dependent
fractionation (δ34S). Ono (2017) has proposed that the
Archaean reference array on this diagram has the
slope Δ33S ~ 0.9 ∗ δ34S. An example of a δ34S versus
Δ33S plot is given in Figure 7.24 and shows the com-
position of two groups of iron pyrites from the early
Archaean of west Greenland. The data from sedi-
ments of the Isua greenstone belt have a clear MIF
signal, whereas the samples from high-grade meta-
morphic rocks from Akilia Island show no MIF
signal, perhaps indicating a non-sedimentary origin
(Whitehouse et al., 2005).
A plot of Δ33S over geological time shows that the

MIF signal is present throughout the Archaean and is
particularly well represented in the Neoarchaean, but
then disappears completely from the geological record
after 2.33 Ga (Figure 7.25). Given that the MIF signal
is an indicator of an anoxygenic atmosphere, these
data imply a significant increase in the oxygenation
of the Earth’s atmosphere after 2.34 Ga, a finding
which is consistent with other geological observations.
This sharp increase in atmospheric oxygen is known
as the Great Oxidation Event (GOE). It has been
suggested that the plot of Δ33S over geological time
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Figure 7.24 δ34S versus Δ33S diagram showing the
composition of 3.7–3.8 Ga iron pyrites from west
Greenland and the trends for mass-independent
fractionation (MIF) and mass-dependent
fractionation (MDF). (Data from Whitehouse et al.,
2005)
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might also imply some variability of oxygen levels
throughout the Archaean, although it is important to
note that the data from which this diagram is con-
structed are based upon a limited geographic distribu-
tion of samples (Ono, 2017).

7.3.4.5 Using Sulphur Isotopes to Understand
the Development of Early Life on Earth

As noted in Section 7.3.4.2, the low-temperature
microbial reduction of sulphate to sulphide is accom-
panied by a large fractionation of sulphur isotopes
such that pyrite produced by this process is strongly
enriched in the light isotopes and has large negative
δ34S values. This means, therefore, that the recogni-
tion of large negative δ34S values in the sedimentary
record is a possible means of exploring the processes
of microbial sulphate reduction in the geological past.
This of course requires that primary biogenic signa-
tures are preserved unmodified in the geological
record. Fortuitously, sulphur is not remobilised in
the sedimentary environment, for most sedimentary
processes do not involve the transport of sulphur.
Further, most biogenic sulphur is preserved as pyrite,
and the additional isotopic fractionation associated
with the conversion of microbial H2S to pyrite is low
and is less than 1‰. This means that pyrite is poten-
tially a robust ‘time capsule’ for the preservation of
primary microbial signatures from the geological past,
even to relatively high metamorphic grades (Shen and
Buick, 2004; Rickard et al., 2017).

This is evident from studies of ancient sediments
from as far back as the Archaean which in some
instances preserve a wide range of sulphur isotope
ratios which can be taken as a signal of biological

activity in the form of microbial reduction of sulphate
to sulphide. An example is the ~3.47 Ga sulphate-rich
sediments of the North Pole area of north-western
Australia described by Shen and Buick (2004). These
samples contain sulphates with δ34S values between
þ3.2 and 5‰ and associated sulphides which show
fractionations of between 7.4 and 21.1‰ relative to
the sulphate. It is this fractionation which is inter-
preted as the signal of biological activity indicative
of the process of dissimilatory sulphate reduction.
Samples from the 2.7 Ga Belingwe greenstone belt

in Zimbabwe were investigated by Grassineau et al.
(2005). They report a range of δ34S values from �21.1
to þ 16.7‰ in sulphidic sediments. These values con-
trast with a probable mantle value of �0.5 � 0.9‰
from associated volcanic rocks. These authors showed
that even a single sample preserved domains which
showed different degrees of sulphur isotope fraction-
ation, which they suggested reflects a diverse range of
coexisting microbial colonies.
Of course, when seeking to establish a biogenic

signal from sulphur isotopes in ancient rocks, it is
important to consider whether the signal could have
been produced through non-biological activity.
Reactions such as the re-oxidation of reduced sulphur
species in repeated cycles and the disproportionation
of intermediate sulphites into sulphide–sulphate mix-
tures can give rise to significant δ34S depletions. In
addition, abiotic sulphur isotope fractionations can be
the result of hydrothermal reactions. For this reason,
establishing the validity of microbial activity in
ancient sedimentary sulphide requires a full investi-
gation of their setting using all the available geological
and geochemical data.
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Figure 7.25 Plot of Δ33S versus
time showing that the mass-
independent fractionation signal
is restricted to rocks older than 2.3
Ga, indicating the very low
concentrations of oxygen in the
Earth’s atmosphere before
this time. (Data from the
compilation of Johnston, 2011;
with permission from Elsevier)
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7.3.5 Nitrogen Isotopes

Nitrogen occurs in nature as N2 gas, a highly volatile
but inert component of the Earth’s atmosphere where
it is present as 78‰ by volume. It also exists in mul-
tiple redox states as the reduced species NH4

+ (ammo-
nium), NH3 (ammonia) and in oxidised form as NO2

�

(nitrite) and NO3
� (nitrate). To these ionic species

human activity has added NOx (nitrogen oxides).
Nitrogen is also an essential component of living
organisms where it is present in amino acids, proteins
and nucleic acids.
There are two naturally occurring isotopes of nitro-

gen: 14N (99.63‰) and 15N (0.37‰). Isotope ratios
are measured as 15N/14N and expressed as δ15N‰
(Eq. 7.24) and measurements are made relative to
the nitrogen isotopic composition of air (see
Box 7.8). The variation in δ15N of the major terrestrial
reservoirs is summarised in Figure 7.26.
Nitrogen isotope measurements are determined by

conventional gas source ion-ratio mass spectrometry
on the N2 molecule. Specialist sample preparation
techniques are required when the sample size is very
small which involve gas chromatography and dedi-
cated combustion/reduction furnaces. In silicate rocks
where concentrations are low, either static mass spec-
trometry or conventional ion-ratio mass spectrometry,
using He as a carrier gas, allows sensitive measure-
ments to be made (Cartigny and Marty, 2013). N-rich
minerals such as nitrides and diamonds are amenable
to analysis by ion-probe using a 133Cs+ primary beam.
A large fraction (~60‰) of the Earth’s nitrogen

resides in the mantle (Bebout et al., 2013), and so it
is important to consider the large-scale nitrogen cycle
of the silicate Earth. At the Earth’s surface, organic
nitrogen in sediments is converted into NH4

+ and
substitutes for K+ in clays and in detrital K-feldspar.
In the crust the NH4

+ is retained in residual mica
during metamorphism and during partial melting
nitrogen is retained as NH4

+ in K-feldspar and as
N2 in cordierite (Busigny and Bebout, 2013).
Ultimately, nitrogen at the Earth’s surface is returned
to the deep Earth by subduction; currently, there are
two competing models for the mechanism whereby
this takes place. It has been suggested that nitrogen
is returned to the mantle via sediments in which the
nitrogen is trapped in crustal minerals and bound in
organic materials. More recently, Li et al. (2019) pro-
posed that hydrothermally altered ocean crust, with
positive δ15N values, is a more efficient mechanism for
returning nitrogen to the Earth’s mantle.

At the Earth’s surface the significant part of the
nitrogen cycle takes place in the ocean (Figure 7.27).
Here biological nitrogen fixation (diazotrophy) is the
process whereby atmospheric and dissolved N2 are
converted to NH4 using the enzyme nitrogenase. The
ammonium then either is oxidised to nitrogen and
returned to the atmosphere or becomes fixed in
organic matter and mineralised as kerogen. This then
is either incorporated into sediments or oxidised to
give marine nitrate. The marine nitrate may return
nitrogen to the atmosphere, be converted into kerogen
via marine organisms or be biologically assimilated
and converted back into ammonium. All these
exchanges are controlled by microbial activities which
employ the following pathways:

• Ammonification: this process includes both the fix-
ation of nitrogen gas as ammonium and the reduc-
tion of nitrite (from nitrate) to ammonium

• Nitrification: this involves the oxidation of ammo-
nium to either nitrite or nitrate

• Denitrification: the process whereby oxidised nitro-
gen species are reduced to N2 through one or more
stages

• Anammox (anaerobic ammonium oxidation): a
process that simultaneously converts both ammo-
nium and nitrite species to nitrogen (Stein and
Klotz, 2016).

There are four main areas of contemporary geo-
chemistry where the study of nitrogen isotopes is
important:

• In the modern Earth to aid understanding of bio-
geochemical cycles and as tracers of anthropogenic
activity (Hastings et al., 2013)

• In the deep Earth to improve our understanding of
mantle processes from nitrogen isotopes in
diamonds

• In the early Earth for developing our understanding
of ancient biogeochemical cycles, in understanding
the redox state of the early oceans and in the under-
standing of the evolution of the Earth’s early
atmosphere

• In the search for life on other planets (Fogel and
Steele, 2013).

7.3.5.1 The Distribution of Nitrogen Isotopes
in Nature

The distribution of nitrogen isotopes in the Earth’s
major reservoirs is summarised in Figure 7.26. It is
thought that the nitrogen isotope composition of the
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Box 7.8 Nitrogen isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

14N ¼ 99:636‰
15N ¼ 0:364‰

Measured isotope ratios

δ15N‰ ¼ 15N=14N sampleð Þ�15N=14N standardð Þ
� �

=15N=14N standardð Þ
h i

� 1000 (7.24)

Standards

AIR-N2, the nitrogen isotopic composition of air

Mantle value (depleted upper mantle)

δ15N ¼ �5� 2‰ (Cartigny and Marty, 2013)

Primordial mantle value

δ15N ¼ �40‰ (estimated from values in diamonds; Cartigny and Marty, 2013)

Bulk silicate Earth value

δ15N ¼ �7� 3‰ (based on a chondritic model of the Earth’s nitrogen; Jia and Kerrich, 2015)

Variations in nature
See Figure 7.26.
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Figure 7.26 Variation in
δ15N in major Earth
reservoirs and selected rock
types shown relative to the
depleted mantle range. (Data
from compilation in Cartigny
and Marty, 2013, and Wu
et al., 2019)
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Figure 7.27 The nitrogen biogeochemical cycle in an oxygenic and an anoxic ocean; in each case the nitrogen
cycle in the open ocean is shown on the left-hand side of the diagram and a zone of upwelling shown on the
right-hand side of the diagram. (a) In a modern oxygenic ocean, diazotrophs and phytoplankton contribute
both to organic matter in sediment and to the processes of ammonification and nitrification. In this scenario,
ocean nitrate is partially denitrified and some is returned to organic matter through assimilation. In regions of
upwelling through zones of low dissolved oxygen (nitrogenous oxygen minimum zone) more extreme isotopic
fractionations are preserved in the sedimentary record and δ15N values increase. (b) In a fully anoxic ocean,
nitrogen is supplied by N-fixation and by the generation of NH4

þ. In this case there is no fractionation of
nitrogen isotopes between the atmosphere and sediment. In zones of upwelling, the isotopic fractionation
associated with NH4

þ assimilation is expressed in the biomass, leading to both positive and negative
fractionations and preserved in the sedimentary record. ε represents the fractionation between reactant and
product ~ (δreactant – δproduct); where ε ~ 0‰ this indicates that the reaction is complete and there is no isotopic
fractionation. (After Ader et al., 2016; with permission from Elsevier)
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Earth is close to that of chondritic meteorites, for
when plotted on a D/H versus 15N/14N ratio diagram
the Earth has a composition which lies between that
of comets and the value for the solar wind (δ15N ¼
�400‰), and is close to the values of carbonaceous
chondrites (Marty, 2011; Cartigny and Marty, 2013).
Further support for a chondritic model for nitrogen
in the primordial Earth comes from the observation
that the abundance of nitrogen on Earth is close to
the chondritic value. On this basis, Jia and Kerrich
(2015) proposed that the δ15N value for the bulk
Earth can be calculated from a weighted mean of
the values for enstatite chondrites (δ15N ¼ �20‰
to �30‰) and carbonaceous chondrites (δ15N ¼
þ16‰ to þ52‰) and calculated a bulk Earth value
of δ15N ¼ �7 � 3‰, a value that overlaps with the
δ15N value proposed for the modern mantle. In con-
trast to chondritic meteorites, iron meteorites have
δ15N values in the range �100‰ to þ155‰ (Murthy
et al., 2019).

Nitrogen isotope measurements in fibrous
diamonds and in vesicles in fresh mid-ocean ridge
basalt glass suggest that the Earth’s depleted upper
mantle has a value of �5 � 2‰ and so is depleted in
δ15N relative to the atmosphere (δ15N ¼ 0). Some
MORBs and OIB have higher values, indicating either
that their source was contaminated with material
from the Earth’s surface or that the δ15N values are
elevated because of degassing. Nitrogen is only a
minor component of volcanic gases but where meas-
ured in basaltic rocks tends to have values in the
mantle range (de Moor et al., 2013).

Nitrogen substitutes for carbon in diamonds and so
δ15N values in diamond can provide important infor-
mation about mantle processes. Most diamonds have
δ15N values in the range �12 to þ5‰ with a mode of
�5 � 3‰, but some samples have values as low as
δ15N ¼ �40‰ and as high as þ18‰ (Figure 7.26). It
has been suggested that the wide range of positive
δ15N values in diamonds might be evidence of the
recycling of materials from the Earth’s surface into
the deep mantle and that those diamonds with very
low values of δ15N (~�40‰) could indicate the com-
position of the Earth’s primordial mantle (Cartigny
and Marty, 2013). Rare micro-diamonds found in
ophiolitic chromitites have δ15N values between �19
and þ26‰ (Wu et al., 2019). A helpful way of repre-
senting the range of different diamond types is on a
δ15N versus δ13C diagram, as illustrated in
Figure 7.28.

Altered ocean crust has δ15N values which are
higher than those recorded in the pristine crust and
mantle. In detail, measured values are very variable
and increase with increasing metamorphic grade: ser-
pentinised meta-peridotite has δ15N ¼ þ4 to þ15‰,
altered and metamorphosed oceanic basalts δ15N ¼
�11.6 toþ8.3‰, ophiolitic metagabbros δ15N¼þ0.8
to þ8.1‰ and eclogitic metabasalts δ15N ¼ �1 to
þ8‰ (Busigny et al., 2018). Taken together these data
imply that ocean crust which is returned to the mantle
via subduction is likely to have a positive δ15N value.
In the Earth’s continental crust the dominant

nitrogen species is NH4
+ substituting for K+, Na+

and Ca2+ in illites, micas, feldspars, clinopyroxenes
and amphiboles. In granitic rocks NH4

+ is most abun-
dant in biotite > muscovite > K-feldspar > plagio-
clase. An average δ15N value for the continental crust,
based upon the composition of sedimentary and crys-
talline rocks, is δ15N ~ þ6.0‰. This is consistent with
the findings that most organic matter has δ15N ¼ þ3
to þ7, that the devolatilisation of sediments during
metamorphism leads to an enrichment in δ15N relative
to the atmosphere and that granites have δ15N ¼ þ1
to þ10‰ (Busigny et al., 2018).
Sedimentary rocks are the second most important

reservoir of nitrogen at the Earth’s surface after the
atmosphere. Nitrogen in sediments is preserved as
organic nitrogen (in kerogen) and as fixed nitrogen
in the form of NH4

+ in phyllosilicates. Most
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sediments have δ15N values in the range �6 to þ20‰
with an average value of δ15N ¼ þ7.2 � 3.3‰.
Marine sediments containing organic matter have
δ15N values in the range þ3 to þ14‰ and are thought
to reflect an aerobic oceanic cycle (Stüeken et al.,
2016). The isotopic composition of marine nitrate is
a product of the marine nitrogen cycle as illustrated in
Figure 7.27 and δ15N values are between ~+1.0 and
þ15‰ with a mode of δ15N ¼ þ5 to þ6‰ (Ader
et al., 2016).
Given that the Earth’s continental crust (average δ

15N ~ þ6.0‰) and atmosphere (δ15N ¼ 0.0‰) were
originally extracted from the mantle, it has been sug-
gested from mass balance calculations that the mantle
should have a positive δ15N value, rather than the
observed δ15N ¼ �5.0. Possible solutions to this para-
dox are that the δ15N value of the mantle has changed
over geological time or that there are as yet unrecog-
nised deep mantle reservoirs with lower δ15N than
that of the depleted upper mantle (Cartigny and
Marty, 2013).

7.3.5.2 Controls on the Fractionation
of Nitrogen Isotopes

Fractionation between the different nitrogen species
is not well known because the relevant fractionation
factors are not yet sufficiently well determined. Some
fractionation factors have been calculated theoretic-
ally (see Busigny and Bebout, 2013), although many
carry a high degree of uncertainty. An empirical
study by Petts et al. (2015) for diamond-bearing
fluids has estimated a diamond–fluid N isotope frac-
tionation factor (Δ15Ndiam–fluid; see Eq. 7.6) of �4.0
� 1.2‰ at 1100�C. For more complex, carbon-poor
fluids this value rises to ~�5.2‰. For fluids where
NH3, N2 and NH4

+ are the primary N species theor-
etical calculations based upon these observations
yield Δ15Ndiam–fluid values at 1100�C of �1.4‰,
�2.1‰ and �3.6‰, respectively (Petts et al., 2015).
Nitrogen has a similar solubility to that of Ar in the

mantle and is thought to be incompatible. During
partial melting the fractionation of nitrogen isotopes
is thought to be small and at the per mil level
(Cartigny and Marty, 2013). However, there is some
evidence that nitrogen isotopes are fractionated
during the degassing of basaltic melts. Cartigny and
Ader (2003) calculated a shift from δ15N ¼ �5.0‰ in
the source to þ3.0‰ after the degassing of OIB melts.
Under reducing conditions nitrogen behaves as

siderophile element in the silicate Earth and could
therefore be present in the Earth’s core.

Within the modern oceanic nitrogen cycle there are
a large number of different metabolic processes which
give rise to a range of isotopic fractionations (Ader
et al., 2016; Stüeken et al., 2016); however, given the
wide range of redox states in the oceans and associ-
ated sediments, it is important to determine whether
these fractionations take place under oxygenic or
anoxic conditions (Figure 7.27). Denitrification and
anammox are the dominant metabolic processes
whereby marine nitrate is converted into atmospheric
nitrogen, and these are the principal controls on the
δ15N composition of the oceans and modern sedi-
ment. The net effect of these reactions leads to an
enrichment of δ15N in the oceans of þ5 to þ7‰.
This enrichment is then transmitted via marine organ-
isms to sedimentary kerogen, which is then preserved
in the sedimentary record with little further isotopic
fractionation. Thus, under oxygenic conditions
marine sediments approach the isotopic composition
of NO3

� in the overlying water column (Zerkle et al.,
2017). Additional minor isotopic fractionation may
occur by biological nitrogen fixation (diazotrophy)
which produces a biomass with δ15N between about
þ1.0 and �1.0‰, the diagenetic remineralisation of
organic-bound ammonium to dissolved NH4

+ which
renders the residual biomass isotopically heavier by
1.4–2.3‰ (Stüeken et al., 2016), and the release of
ammonium from sediment (denitrification) which
leads to nitrate which is isotopically lighter than the
original biomass.
Most nitrogen in the geological cycle is preserved

either in kerogen or as ammonium ions in potassic
minerals, and with increased burial and
metamorphism δ15N values in sedimentary rocks are
enriched. Thomazo and Papineau (2013) suggested
that values increase by 1–2‰ at greenschist facies,
by 3–4‰ at amphibolite facies and up to 6–12‰ at
upper amphibolite facies. Stüeken et al. (2017) show
that for many metasediments the kerogen component
is isotopically lighter than the silicate fraction and the
bulk rock and that this difference becomes larger with
increasing metamorphic grade, indicating an equilib-
rium isotopic separation between the kerogen-bound
and silicate-bound nitrogen. These authors recom-
mend that for samples metamorphosed up to greens-
chist facies and with >40‰ silicate-bound nitrogen,
the primary isotopic composition of the biomass is
best approximated by the bulk rock δ15N value,
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whereas for very kerogen-rich samples and rocks at
higher metamorphic grades the δ15N values of the
kerogen fraction are closer to that of the
original biomass.

7.3.5.3 Using Nitrogen Isotopes as a Tracer
in Geological and Biological Processes

Inspection of the δ15N values reported in Figure 7.26
shows that samples from the Earth’s surface environ-
ment have positive values and are higher than that of
the Earth’s mantle. This is thought to reflect the influ-
ence of microbial processes. In contrast, some mantle-
derived materials, notably, some diamonds, have
highly negative δ15N values indicating that some
mantle fluids and/or reservoirs are highly δ15N-
depleted. These differences therefore provide a means
of discriminating between a range of geological and
biological processes in the Earth. For example, the
variation in δ15N in sedimentary rocks can be used
to track changes in the marine nitrogen biogeochem-
ical cycle over geological time. As noted above,
unaltered marine sediments that contain organic
matter and have δ15N values in the range þ3 to
þ14‰ are usually interpreted as reflecting an aerobic
oceanic cycle. The details of specific microbial fractio-
nations representing particular biogeochemical reac-
tions have been summarised by Ader et al. (2016) and
Stüeken et al. (2016).

In environmental geochemistry it has been shown
that anthropogenic nitrogen in the form of NOx gases,
and now recorded as nitrate, has a distinctive isotopic
composition. Hastings et al. (2013) show that
δ15Nnitrate values in Greenland ice cores have
decreased from þ11 to �1.0‰ since preindustrial
times, indicating the effects of human activity in the
use of fossil fuels and fertilizers. A particularly useful
approach in the study of modern nitrates is to finger-
print them using the isotopes of both oxygen and
nitrogen on a combined δ18O–δ15N plot (Hastings
et al., 2013).

In the Earth’s mantle N isotope compositions can
be combined with C isotope measurements and plot-
ted together on a δ13C–δ15N diagram to identify dif-
ferent types of diamond (Figure 7.28; Wu et al., 2019).
This diagram can also be used to understand the role
of carbon- and nitrogen-bearing fluids in the mantle
and to evaluate their role in the formation of dia-
mond. In this way Smit et al. (2016) showed that
mixed habit diamonds from Marange in Zimbabwe
formed through the mixing of two different mantle

fluids, one CH4-rich and the other CO2�/CO2-rich.
The positive δ15N values for these fluids suggest their
derivation from a metasedimentary source and there-
fore imply the dehydration of a subducting slab in
their genesis.

7.3.5.4 Using Nitrogen Isotopes to Understand
Processes in the Early Earth

A number of authors have proposed that there is a
secular trend in nitrogen isotope ratios for organic
nitrogen as recorded in Archaean and Proterozoic sedi-
ments (Beaumont and Robert, 1999; Thomazo and
Papineau, 2013). These authors found that kerogen in
Archaean chert has average δ15N values of about 0‰,
whereas in the early Proterozoic these values were
about þ5‰, a shift which is coincident with the
Great Oxidation Event at ~2.34 Ga. However, unravel-
ling the ancient nitrogen isotope record is not straight-
forward, for it is always necessary to assess whether or
not the measured isotopic shift is the product of bio-
genic processes or the effect of later metamorphism
(Thomazo and Papineau, 2013).
Before the GOE at ~2.34 Ga the lack of oxygen in

the atmosphere would prohibit the oxygenation of the
oceans and lead to a different set of metabolic path-
ways from the modern (Figure 2.27b). This is illus-
trated by Mettam et al. (2019), who show that 2.5–2.6
Ga shallow marine carbonates preserve evidence of an
anaerobic nitrogen cycle dominated by N2 fixation
and the assimilation and recycling of ammonium
(δ15N ¼ �3.3 to þ3.2‰). In contrast, δ15N values
from 2.31 Ga shales from the Rooihoogte and
Timeball Hill formations in South Africa, formed
after the GOE, provide evidence of an aerobic marine
nitrogen cycle dominated by processes of nitrogen
loss. In these rocks δ15N values in the upper part of
the succession are 7.2 � 1‰, close to modern marine
values (Zerkle et al., 2017).

7.4 Non-traditional Stable Isotopes

Non-traditional stable isotopes are relative new-
comers to the geochemical toolkit and have, for the
most part, been in use for only the past two decades.
Their advent has been made possible largely by the
development of multi-collector inductively coupled
plasma mass spectrometry (MC-ICP-MS). The devel-
opment of this instrumentation has revolutionised the
ability of geochemists to measure very small
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differences in isotope ratios for a large number of
different isotope systems and provides a level of reso-
lution sufficient to resolve the (usually) small differ-
ences found between natural samples.
When compared with the traditional stable isotopes

(H, C, N, O, S) which have a relatively low atomic
mass, the non-traditional stable isotopes include both
heavy and light elements, many of which are trace
elements and whose properties vary from volatile to
refractory. Some occur in a number of different oxi-
dation states and some have more than two isotopes
and so offer potential insights through different types
of mass fractionation (Teng et al., 2017b). Because of
their geochemical versatility, the non-traditional
stable isotopes offer potential insights into a wide
range of geological, cosmochemical and bio-
geochemical processes (Albarede et al., 2017).
A summary of the full range of non-traditional

stable isotope systems currently being investigated by
geochemists is shown on the periodic table in
Figure 7.29. Here the elements are divided into those
whose stable isotope geochemistry is not currently so
well known – the ‘emerging non-traditional isotope

systems‘ as defined by Teng et al. (2017b) – and those
stable isotope systems which are relatively well stud-
ied. Of the latter, five are selected here for more
detailed discussion: Li, Mg, Si, Cr and Fe.
Some of the non-traditional stable isotope systems

show only small amounts of fractionation and until
the advent of precise MC-ICP-MS measurements
rendered them out of reach of isotopic analysis. This
is in part linked to the small relative mass differences
that occur between the stable isotopes of the heavier
elements. Figure 7.30 illustrates the natural terrestrial
variation between isotopes in the different non-
traditional isotope systems discussed here and their
relative mass differences.
In addition to solution MC-ICP-MS important

advances have also been made in the application of
in situ techniques. These involve the use of laser abla-
tion MC-ICPMS and MC-SIMS (ion microprobe)
technologies (Chaussidon et al., 2017). The SIMS
approach offers high spatial resolution (10–20 μm),
high sensitivity and low background interference. The
sensitivity of the LA-MC-ICPMS technique is in part
dependent on the choice of laser and the ablation
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efficiency. Other analytical considerations are that the
very small volume of material sputtered or ablated
may limit the possible precision; the ion yield of
samples may vary as a function of the composition
of the sample matrix; and there can be isotopic frac-
tionations within the instrument itself (see the review
by Chaussidon et al., 2017).

For a fuller discussion of non-traditional stable
isotopes the reader should consult the review volumes
edited by Johnson et al. (2004), the updated version
edited by Teng et al. (2017a) and the recent edition of
Hoefs (2018). Titles specific to individual isotopes
include the volume by Tomascak et al. (2016) on Li
isotopes and Johnson et al. (2020) on Fe isotopes.

7.4.1 Lithium Isotopes

Lithium occurs most commonly as a trace element,
and in octahedral coordination the Li+ ion has a
similar size to that of Mg2+. For this reason Li tends
to substitute for Mg in silicate minerals. There are
two isotopes, 6Li and 7Li, and the relatively large
mass difference means that there can be significant
mass fractionation in excess of 50‰ (Figure 7.30).
Li isotopes are measured as 7Li/6Li and expressed as
δ7Li (Eq. 7.25) relative to the synthetic standard

IRMM-016. The isotope systematics of Li are sum-
marised in Box 7.9. Li is present only as monovalent
Li+, and so its isotopic composition is not influ-
enced by redox states. The original pioneering work
in Li isotope geochemistry was carried by L.-H.
Chan of Louisiana State University using thermal
ionisation mass spectrometry (Chan, 1987),
although this method has now been superseded by
MC-ICP-MS. A fuller discussion of the application
of Li isotopes is given in the recent book by
Tomascak et al. (2016) and in the review article by
Penniston-Dorland et al. (2017).
In low-temperature environments at the Earth’s

surface there are large Li isotope fractionations
between minerals and an aqueous fluid phase. This
means that materials from the Earth surface, such as
hydrothermally altered oceanic basalts and the prod-
ucts of continental weathering, have distinctive iso-
topic compositions which have the potential to be
traced through the processes of recycling back into
the Earth’s mantle. There appear to be no biological
controls on the fractionation of Li isotopes, and so
δ7Li values in carbonate rocks offer the potential for
providing a record of the Li isotopic composition of
seawater. At high temperatures the differential diffu-
sivity of the two Li isotopes is important in diffusion
studies and offers the potential for studying rates of
cooling in igneous rocks (Penniston-Dorland et al.,
2017).

7.4.1.1 The Distribution of Lithium Isotopes
in Nature

The distribution of Li isotopes in the common ter-
restrial and extra-terrestrial reservoirs is summar-
ised in Figure 7.31. Chondritic δ7Li values are
between þ3 and þ4‰, although in situ measure-
ments of individual chondrules show a much greater
range of values, indicating significant heterogeneity
both within and between samples. In other extra-
terrestrial bodies Martian meteorites have δ7Li
values in the range þ2.1 to þ6.2‰, with an average
of þ4.2 � 0.9‰, thought to represent the bulk sili-
cate composition of Mars. Lunar meteorites have
δ7Li values in the range þ3.5 to þ6.6‰ (Penniston-
Dorland et al., 2017).
Interpreting δ7Li values from mantle peridotites is

complicated because of the effects of high-
temperature diffusion in mantle minerals and later
metasomatic overprinting. Bulk-rock peridotite δ7Li
values range from �9.7 to þ9.6‰, but data from
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Figure 7.30 Plot of the non-traditional stable isotopes
used in this section showing the extent of their natural
isotopic variation (‰, log scale) versus the relative
mass difference between the isotopes used in the
calculation of the isotopic ratio (%). The isotopes
shaded dark blue are those discussed in detail in this
chapter. (After Teng et al., 2017b; with permission
from the Mineralogical Society of America)
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carefully selected unmetasomatised, fertile peridotites
which are isotopically equilibrated show a much
narrower range of δ7Li values between þ3.5 to
þ4.0‰, and this is taken to be the bulk silicate
Earth value. δ7Li measurements in unaltered MORB

lie between þ1.6 and þ5.6‰ (average δ7Li ¼ 3.4 �
0.7‰); OIB samples have a similar range δ7Li ¼ þ2.4
to þ7.9‰ (average 3.8‰) as do arc basalts (average
δ7Li ¼ 3.6 � 1.2‰) (Penniston-Dorland et al., 2017,
and references therein). The similarity in Li isotope

Box 7.9 Lithium isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

7Li ¼ 92:4‰
6Li ¼ 7:6‰

Measured isotope ratios

δ7Li‰ ¼ 7Li=6Li sampleð Þ�7Li=6Li standardð Þ
� �

=7Li=6Li standardð Þ
h i

� 1000 (7.25)

Standards

Originally, L-SVEC, a Li-carbonate (NIST standard reference material 8545)
Now replaced by IRMM-016 (Penniston-Dorland et al., 2017)

Mantle value

δ7Li ¼ þ3:5 toþ 4:0‰

Bulk silicate Earth value

δ7Li ¼ þ3:5 toþ 4:0‰ Penniston-Dorland et al:; 2017ð Þ
Variations in nature
See Figure 7.31.
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Figure 7.31 Variation in δ7Li
in extra-terrestrial and
terrestrial reservoirs relative
to the bulk silicate
Earth (BSE). (After
Penniston-Dorland et al.,
2017). Data sources in the text
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composition between MORB and OIB suggests that
the upper and lower mantle have a similar average Li
isotope composition.

The average composition of the upper continental
crust, as estimated from loess, is δ7Li ¼ 0.6 � 0.6‰
(Sauzeat et al., 2015). The average δ7Li for the
middle continental crust is þ4.0 � 1.4‰, whereas
granulites from the lower continental crust are more
heterogenous; equilibrated samples are in the range
δ7Li ¼ �14 to þ14.4‰, with an average of δ7Li ¼
2.5‰. Using the relative crustal proportions of
Rudnick and Gao (2014) these values suggest that
an average bulk crust (17 ppm Li) has a δ7Li value
of ~2.3‰. This is close to the value for average
global oceanic subducted sediment (GLOSS-II),
which has a value of δ7Li ¼ 2.4 � 0.02‰.
Archaean tonalite–trondhjemite–granodiorites (TTGs)
have values in the range 2.5–7.5‰ with a mean value
of 4.3‰ (Liu and Rudnick, 2011).

The Li isotopic composition of seawater is δ7Li ¼
þ31 � 0.05‰, isotopically much heavier than the
crust and the mantle. This value is the result of
inputs from the dissolve load in rivers (average
δ7Li ¼ þ23‰, range þ1.0 to þ44.0‰), ground-
water (δ7Li ¼ þ15‰) and hydrothermal vent fluids
(δ7Li ¼ þ7.2 to þ8.9‰; Foustoukos et al., 2004)
and the loss of δ7Li to clays during the hydrother-
mal alteration of ocean basalts. MORB altered as a
result of interaction with seawater becomes isotop-
ically heavier and has a δ7Li value of 5.6 � 4.5‰,
whereas there is some evidence that mantle
peridotites altered to serpentinite become isotopic-
ally lighter (Hansen et al., 2017; Penniston-Dorland
et al., 2017, and references therein).

In a review of the Li isotope composition of
marine sediments from a wide range of tectonic
settings, Chan et al. (2006) show that the bulk
δ7Li of global sediments varies between �4.3 and
þ14.5‰ and that there are large differences
between different types of sediment. For example,
detrital sediments such as turbidites and clays are
in the range �1.5 to þ5‰ with clays isotopically
lighter than sands because of isotopic fractionation
during continental weathering. Volcanogenic
marine sediments may be either heavier or lighter
than the mantle value depending on the extent to
which they have interacted with seawater. Biogenic
sediments – carbonates and silica-rich sediments –

tend to recrystallise during diagenesis, leading to
isotopically heavier compositions (+6 to þ14.5‰).

7.4.1.2 Controls on the Fractionation of Lithium
Isotopes

In ferromagnesian minerals, lithium commonly sub-
stitutes for Fe–Mg in octahedrally coordinated sites,
although in aqueous fluids it is thought to reside
mostly in tetrahedrally coordinated sites. This gives
rise to the preferential equilibrium partitioning of
7Li into aqueous fluids relative to ferromagnesian
minerals, so that aqueous fluids in contact with
mafic rocks will be enriched in δ7Li. Experimental
studies show that at high temperatures these
mineral–fluid fractionations are relatively small but
at lower temperature the fractionations are large.
Thus, low-temperature mineral reactions such as
the formation of clays can result in large isotopic
fractionations. Studies show that 6Li is preferentially
incorporated into clay, whereas the host fluid in
equilibrium with the clay becomes enriched in 7Li.
In a similar way the carbonate minerals calcite and
aragonite show significant isotopic fractionation
relative to aqueous fluids enriching the equilibrium
fluid in 7Li. Experimentally determined mineral/
rock–fluid fractionation factors for a range of geo-
logical materials are given in the review by
Penniston-Dorland et al. (2017).
At high temperatures kinetic fractionations are

important in the Li isotope system as a result of the
more rapid diffusion of 6Li relative to 7Li. Large
fractionations have been recorded in magmatic and
metamorphic rocks (up to 20‰) and over tens of
metres, although the evidence of fractionation will
survive only in systems that cool rapidly (Penniston-
Dorland et al., 2017, and references therein).

7.4.1.3 Using Lithium Isotopes as a Tracer
in Geological Processes

Li isotopes can be used to understand igneous pro-
cesses, as well as to investigate weathering processes.
(a) Li isotopes in understanding igneous processes.

As has been noted for other stable isotope systems, the
equilibrium fractionation of isotopes on the basis of
their mass differences is inversely proportional to tem-
perature, so that at high temperatures there is minimal
fractionation. This principle is true for lithium iso-
topes and implies that for unaltered mafic rocks their
isotopic composition is indicative of the composition
of their mantle source. Lithium behaves as a moder-
ately incompatible element during partial melting,
and there is very little Li isotope fractionation during
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this process. Further, there is no strong evidence to
indicate that significant mineral–silicate melt fraction-
ation takes place during magmatic differentiation in
mafic rocks. Exceptions may be related to fluid pro-
cesses such as magmatic degassing (Neukampf et al.,
2019) and the exsolution of a supercritical fluid (Li
et al., 2018). However, the moderately incompatible
nature of Li means that it is concentrated in the crust
relative to the mantle and so can be used to detect
crustal contamination in mafic melts. This was dem-
onstrated by Genske et al. (2014), who found a wide
range in δ7Li values in OIB from the Azores (+3.5 to
þ8.5‰) and showed using AFC modelling that their
mantle source had been contaminated with hydrother-
mally altered oceanic crust. At high temperatures the
rapid diffusivity of Li in silicate minerals coupled with
significant kinetic Li isotope fractionation during dif-
fusion means that the Li isotope system has great
potential as a geo-speedometer with which rates of
cooling in igneous rocks might be investigated
(Richter et al., 2017; Marschall and Tang, 2020).
Given the well-established Li isotope partitioning

between silicate minerals and aqueous fluids it was
expected that fluids released from a subducting slab
containing hydrothermally altered oceanic crust
would be enriched in δ7Li and that this signature
would be imparted to the overlying mantle wedge
and the resultant arc lavas. However, no obvious
δ7Li imprint on arc lavas has been found, although
there is some evidence for the incorporation of sub-
ducted sediment in arc lavas. Tang et al. (2014)
found that the lavas in Martinique in the Lesser
Antilles are isotopically lighter than MORB with
δ7Li values ¼ þ1.8 � 1.3‰ as are the associated
sea-floor sediments (δ7Li ¼ �4.4 to �0.5‰) leading
them to propose that the composition of the lavas
reflects a mantle source that had incorporated iso-
topically light subducted sediment.
In a similar way it was expected that since the Li

isotope signature of hydrothermally altered crust
(average δ7Li ¼ 5.6 � 4.5‰) is sufficiently different
from that of MORB (average δ7Li ¼ 3.4 � 0.7‰), it
would be possible to track subducted altered oceanic
crust in the sources of MORB and OIB. In support of
this view, Chan and Frey (2003) reported δ7Li from
OIB from the Hawaiian plume of between 2.5 and
5.7‰ and proposed that this variability might reflect
the minor influence of recycled oceanic crust.
Similarly, Elliott et al. (2006) reported δ7Li values
for fresh MORB glasses from the East Pacific Rise

in the range 3.1–5.2‰, which they interpreted as
coming from a mantle source which had been
enriched by the incorporation of recycled mantle
wedge material. However, more recently it has
become clear that Li isotope data of this type must
be treated with caution because of the diffusive frac-
tionation of Li at high temperatures (Marschall and
Tang, 2020).
(b) Li isotopes in understanding the processes of

continental weathering. Empirical studies have shown
that during the weathering of silicate rocks Li is
soluble and that 6Li partitions into the products of
chemical weathering such as clays, whereas 7Li
partitions into the associated water. In detail,
weathering is a two-step process. Initially, minerals
are dissolved and then secondary phases are precipi-
tated. Typically, Li isotopes are not fractionated
during the dissolution stage but are strongly fraction-
ated during the formation of secondary weathering
products. This means that the terrestrial weathering
products of the continental crust are depleted in δ7Li
but rivers are enriched in δ7Li. This has been demon-
strated in the detailed examination of weathering
profiles which show that the degree of Li isotope
fractionation is controlled by the type of secondary
minerals formed which in turn is related to the inten-
sity of the weathering and climatic conditions during
weathering (Teng et al., 2010).
Given that Li isotopes are not fractionated by bio-

logical processes, riverine Li isotopes serve as an
important record of weathering process via their dis-
solved and suspended loads. While rivers are complex
dynamic systems and may display mixing of water
from different sources (Henchiri et al., 2016), empir-
ical studies indicate three main characteristics. First,
the Li isotope signature of the dissolved load of a river
reflects the degree of chemical weathering in the
region. Second, the difference in δ7Li between the
dissolved and the suspended load can be related to
the intensity of the weathering, with the greater δ7Li
fractionation correlated with the greater weathering
intensity (Pogge von Strandmann et al., 2006). Third,
a recent study of weathering in the permafrost of
eastern Siberia showed that climate also exercises a
weak control on river Li isotope chemistry (Murphy
et al., 2019).
Using these insights, Liu and Rudnick (2011) used

Li isotopes to argue that chemical weathering has
played a significant role in the evolution of the com-
position of the continental crust over geological time
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and attempted to constrain the mass of continental
crust lost over time via this process. They argued that
since the Li isotope composition of the continental
crust is lower than that of the mantle-derived mater-
ials from which it was built, the missing δ7Li must
have been returned to the mantle as a consequence of
weathering and dissolution. Using a mass balance
model for the Li isotope composition of the present-
day bulk continental crust, they calculated that
between 15 and 70‰ (mean value 45‰) of the original
juvenile crust has been lost over geological time
through weathering and dissolution.

Li is well mixed in seawater and so organisms that
have grown in equilibrium with seawater will preserve
a record of its former composition. This has been
investigated using carbonate foraminifera. Misra and
Froelich (2012) show that since the Eocene–
Palaeocene (60 Ma) planktonic foraminifera have
increased in their δ7Li from ~22‰ to the present-day
value of 31‰. They argue this change in seawater
chemistry represents a pattern of chemical weathering
of continental rocks during the Eocene which is dif-
ferent from that in the modern, resulting in a lower
riverine δ7Li 60 Ma ago.

7.4.2 Magnesium Isotopes

Magnesium is found in silicate rocks and the oceans
and is an essential element in the biosphere. It is
present as a major component in ferromagnesian min-
erals, carbonates, sulphates and clay minerals in igne-
ous, metamorphic and sedimentary rocks. There are
three isotopes of magnesium – 24Mg, 25Mg and
26Mg – and isotope ratios are measured as
26Mg/24Mg, expressed as δ26Mg‰ (Eq. 7.26) relative
to a synthetic standard (Box 7.10). The range of frac-
tionation found in most terrestrial materials is
between ~�6 and þ2‰ (Figure 7.32); this range is
small compared with other stable isotope systems
(Figure 7.30).

The measurement of Mg isotopes requires very high
precision and must be carried out with great care, for
analytical artefacts can arise through instrumental
mass fractionation during analysis and from matrix
effects. A detailed discussion of Mg isotope analysis
using both ion-probe and ICP-MS technologies is
given by Chaussidon et al. (2017) and Fukuda et al.
(2020). A comprehensive review of the geochemistry
of magnesium isotopes is given by Teng (2017) and a
summary of the systematics is given in Box 7.10.

7.4.2.1 The Distribution of Magnesium Isotopes
in Nature

Even though there is a relatively large mass difference
between the isotopes 24Mg and 26Mg (~8‰), the
degree of magnesium isotope fractionation found in
both terrestrial and extra-terrestrial reservoirs is small
(Figure 7.32). Chondritic meteorites of all classes have
δ26Mg values in the range �0.43 to �0.15‰, with an
average δ26Mg ¼ �0.27 � 0.12‰. Lunar values,
derived from lunar basalts, are similar, with an aver-
age δ26Mg ¼ �0.26 � 0.16‰. A small difference in
δ26Mg between high-Ti and low-Ti lunar basalts
could suggest some heterogeneity in the source, per-
haps indicating some fractionation during the early
differentiation of the lunar magma ocean. Bulk sili-
cate Mars is δ26Mg ¼ �0.271 � 0.040‰ (Magna
et al., 2017). Unmodified mantle peridotite xenoliths
also have a similar average value of δ26Mg ¼ �0.25 �
0.04‰. Metasomatized samples, that is, those whose
composition has been modified by the migration of
mafic melts, show a wider range of values. Given the
highly magnesian nature of the Earth’s mantle, the
mantle peridotite value is taken to be equivalent to
that of the bulk silicate Earth (Figure 7.32). Taken
together, the overall similarity in Mg isotope compos-
itions of the Earth, the Moon, Mars and chondrites
indicates that there was substantial Mg isotopic
homogeneity in the early solar system, reflecting
extensive early disc mixing (Teng, 2017).
Magnesium isotope measurements are similar in both

MORB and OIB, with δ26Mg between �0.31 and
�0.19‰ in MORB (average ¼ �0.25 � 0.06‰) and
δ26Mg between �0.35 and �0.18‰ in OIB (average ¼
�0.26 � 0.07‰), indicating that the mantle is homoge-
neous and that there are no differences in δ26Mg
between upper and lower mantle sources. Altered ocean
crust is isotopically much more heterogeneous, with
δ26Mg values between �2.76 and þ0.21‰ and hydro-
thermally altered peridotites vary in δ26Mg between
�0.25 and �0.02‰. In both instances these changes
are largely the result of the formation of secondary
clay-rich minerals formed during the hydrothermal
weathering (Teng, 2017, and references therein). Arc
lavas from the Lesser Antilles have δ26Mg values
between �0.25 and �0.10‰, slightly heavier than in
the mantle and MORB, suggesting that the sub-arc
mantle source has been modified by the release of fluids
enriched in δ26Mg from hydrothermally altered ocean
crust in the subducting slab (Teng et al., 2016).
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Box 7.10 Magnesium isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

24Mg ¼ 78:99‰
25Mg ¼ 10:00‰
26Mg ¼ 11:01‰ (also used to investigate the short-lived decay of 26Al in the early solar system)

Measured isotope ratios

δ26Mg‰ ¼ 26Mg=24Mg sampleð Þ�26Mg=24Mg standardð Þ
� �

=26Mg=24Mg standardð Þ
h i

� 1000 (7.26)

Standards

Dead Sea Magnesium (DSM3)
Cambridge-1 (this standard is 2.623 � 0.030‰ lower than DSM3 (Teng, 2017), as solutions in nitric acid
Additional reference values for a range of silicate rocks and carbonates are given in Teng (2017).

Chondritic value

δ26Mg ¼ �0:27� 0:12‰ (Teng, 2017)

Mantle and bulk Earth value

δ26Mg ¼ �0:25� 0:04‰ (Teng, 2017)

Variations in nature
See Figure 7.32.
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Figure 7.32 Variation in δ26Mg in extra-terrestrial and terrestrial reservoirs relative to the value in the bulk
silicate Earth (BSE) (after Teng, 2017). Data sources discussed in the text.
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Magnesium isotope ratios in the continental crust
are as follows: upper continental crust δ26Mg¼ �1.64
to þ0.92‰, the middle crust δ26Mg ¼ �0.40 to
þ0.12‰ and the lower crust δ26Mg ¼ 0.76 to
�0.24‰. The bulk continental crust average for
δ26Mg ¼ �0.24‰, a value that is very close to that
of the mantle, reflecting the very small Mg isotope
fractionations that take place during high-
temperature igneous and metamorphic processes.

The magnesium isotope composition of seawater
is δ26Mg ¼ �0.83 � 0.09‰; rivers are more variable
in composition, with values between δ26Mg ¼ �2.5
and þ0.64‰. Rainwater and groundwater have
slightly smaller ranges than that of river water, with
δ26Mg ¼ �1.59 to �0.51‰ (average �0.85 � 0.58‰)
and δ26Mg ¼ �1.7 to þ0.23‰ (average �1.23 �
0.89‰), respectively.

Carbonate-rich sediments show the largest isotopic
variation in Mg isotopes of all natural materials and
have δ26Mg between �5.57 and �0.38‰. Relative to
aqueous solutions abiogenic carbonates preserve frac-
tionations of up to ~4.8‰. Dolomitic samples are at
the heavy end of this range, whereas calcitic samples
are lighter, indicating some mineralogical control on
Mg isotope fractionation. In biogenic carbonates
large fractionations of δ26Mg > 4.5‰ have been
observed, giving rise to carbonates which are isotopic-
ally lighter than seawater. Marine sediments adjacent
to subduction zones have δ26Mg values in the range
�3.65 to þ0.52‰ with calcareous oozes contributing
to the lighter values and clastic materials the heavier
values. Clastic sediments have δ26Mg between �0.57
and þ0.92‰ (Teng 2017).

7.4.2.2 Controls on the Fractionation
of Magnesium Isotopes

The data in Figure 7.32 show that the most extreme
Mg isotope fractionations take place at low tempera-
tures at the Earth’s surface and that they are particu-
larly pronounced in carbonate rocks. The similarities
in δ26Mg between average MORB, average OIB and
average mantle peridotite suggest that there is no
measurable equilibrium fractionation of magnesium
isotopes during the process of the partial melting of
the mantle. Further, Teng et al. (2007) showed that
magnesium isotopic compositions do not change sig-
nificantly during magmatic differentiation. They
found that differentiated basalts and associated
olivine-rich cumulates from Kīlauea Iki lava lake in
Hawai‘i have Mg isotope compositions similar to that

of the parental magma. In metamorphic rocks Teng
(2017) showed that in silicate rocks there is no meas-
urable Mg isotopic fractionation during metamorph-
ism. This means that even at high grades of
metamorphism, silicate metamorphic rocks preserve
the isotopic composition of their protolith, although
this is not the case in marbles where there is evidence
of Mg isotopic exchange between carbonate and
silicate minerals.
Evidence of high-temperature kinetic isotopic frac-

tionation of Mg isotopes has been observed in some
olivine phenocrysts in mafic melts. Coupled Mg elem-
ental and isotopic zoning is indicative of Mg diffusion,
and fractionations of up to 0.45‰ have been reported.
There is also evidence for inter-mineral Mg isotope
fractionation during the sub-solidus disequilibrium
exchange of Mg isotopes between olivine and chro-
mite in disseminated mantle chromitites (Xiao et al.,
2016).
At low temperatures fractionations are more pro-

nounced, but not particularly well understood.
Experimental studies on the precipitation of carbon-
ate minerals from aqueous solutions indicate that
Δ26Mgaragonite–fluid is between �1.1 at 25�C and �0.8
at 55�C, Δ26Mgdolomite–fluid between �0.93 at 130�C
and �0.65 at 220�C, Δ26Mgmagnesite–fluid between �1.2
at 150�C and �0.88 at 200�C and Δ26Mgcalcite–fluid is
~�2.1 at 25�C. Combining theoretical with experi-
mental studies indicates an enrichment in 26Mg in
carbonates in the order aragonite > dolomite > mag-
nesite > calcite (Teng, 2017, and references therein).
The alteration of oceanic basalt in marine hydro-

thermal systems has been studied experimentally by
Voigt et al. (2020). These authors show that isotopic-
ally heavy Mg is preferentially incorporated into
basalt as the secondary clay mineral smectite, leaving
a residual fluid enriched in light Mg isotopes. They
calculate a smectite–liquid fractionation factor of
0.42‰ at 250�C.

7.4.2.3 Using Magnesium Isotopes as a Tracer
in Geological and Biological Processes

It was shown above that there is minimal fraction-
ation between Mg isotopes at high temperatures. This
means that in igneous rocks the Mg isotope compos-
ition of basalts can be used to characterise their
mantle source, and in granites Mg isotopes can be
used to track the Mg isotope composition of the pro-
tolith. Similarly, the lack of fractionation in meta-
morphic rocks means that in silicate rocks, even at
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high metamorphic grades, the Mg isotopic compos-
ition will mirror that of the protolith.
In contrast, in the low-temperature environments of

the Earth’s surface Mg isotopes are more extensively
fractionated. A number of studies have shown that
during continental weathering Mg isotopes are more
variable in the dissolved and the suspended loads of
the associated rivers than in the parent bedrock, indi-
cating that isotopic fractionation takes place during
the weathering process. This is evident from the study
of weathering profiles. In the case of granite
weathering, the fractionation is controlled principally
by the formation of illite (Brewer et al., 2018),
although in detail the magnitude of the Mg isotope
fractionation during continental weathering depends
upon the precise weathering processes involved and
the clay minerals that are formed (Teng, 2017).
Magnesium is also an essential element in the bio-

sphere, and there is evidence from laboratory experi-
ments and in natural samples that Mg isotopes are
fractionated during photosynthesis, although the
extent of the fractionation depends upon both the
plant species and the environmental conditions. In
natural samples plants and trees prefer heavy Mg
isotopes relative to their substrate, giving rise to Mg
isotope fractionation during Mg transport (Teng,
2017).
The extensive isotopic fractionation of Mg isotopes

in the low-temperature environments of the Earth
provides an important potential tool for recognising
the recycling of surficial materials into the Earth’s
mantle by means of subduction and provides a dis-
tinctive Mg isotope signal in the sub-arc mantle and in
arc lavas. However, apart from recognising recycled
carbonated oceanic crust (Chen et al., 2018), this
geochemical signal is proving elusive. Hu et al.
(2020) found no difference between the Mg isotope
composition of xenoliths from the mantle wedge of
the Kamchatka Arc and that of ambient mantle,
although they did find some variability in the Mg
isotope composition of the arc lavas, which might be
related to the recycling of Mg isotopes from sub-
ducted oceanic crust.

7.4.3 Silicon Isotopes

Silicon is abundant in the Earth and occurs mostly in
the tetravalent oxidation state bonded with oxygen in
silicate minerals or silica. In solution it is found as
orthosilicic acid (H4SiO4 or Si(OH)4) and it occurs as

Si0 when alloyed with metals in planetary cores.
Silicon is also an essential structural component in
plants and is found in some plankton and siliceous
sponges. Silicon has three naturally occurring stable
isotopes: 28Si, 29Si and 30Si. The isotope ratio meas-
ured is 30Si/28Si, expressed as δ30Si‰ (Eq. 7.27) rela-
tive to the NBS28 standard. Mass-dependent silicon
isotope fractionation on the Earth has a range of
about 12‰; the isotope systematics for stable silicon
isotopes are summarised in Box 7.11. Comprehensive
reviews of silicon isotope geochemistry are given by
Zambardi et al. (2013), Savage et al. (2014),
Poitrasson (2017) and Ledevin (2019).
Silicon isotopes are analysed by high-resolution

MC-ICP-MS with a long-term reproducibility of
� 0.08‰. Sample preparation includes bulk sample
alkali fusion and element purification using ion-
exchange chromatography. A finer spatial resolution
can be obtained using the microbeam techniques
SIMS and LA-MC-ICP-MS, although these methods
offer slightly lower analytical precision than high-
resolution MC-ICP-MS. A full discussion of analyt-
ical approaches is given in Savage et al. (2014) and
Poitrasson (2017).
The largest silicon isotope fractionations are found

in the Earth’s surface environment (Figure 7.33), and
these offer scope for deciphering past terrestrial envir-
onments and processes in the oceans. There is little
silicon isotope fractionation during metamorphism,
and so ancient sediments may record their primary
silicon isotope compositions. In high-temperature
igneous geochemistry there are important applications
of silicon isotope geochemistry in the understanding
of crust–mantle interactions during continent forma-
tion in the early Earth and in cosmology in the study
of the processes of planetary formation.

7.4.3.1 The Distribution of Silicon Isotopes
in Nature

Silicon isotope measurements in chondritic meteorites
are in the range δ30Si ¼ �0.41 to �0.64‰. δ30Si
values for carbonaceous chondrites (�0.41 to
�0.45‰) and ordinary chondrites (�0.46 to
�0.49‰) are within error of each other and together
have a mean value of �0.46 � 0.02‰. Enstatite chon-
drites are isotopically lighter and have δ30Si values
between �0.59 and �0.64‰. In contrast to the
narrow range of values within chondritic meteorites,
rare pre-solar SiC grains found included in chondrites
show extensive fractionation with a range of 2000‰,
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Box 7.11 Silicon isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

28Si ¼ 92:23‰
29Si ¼ 4:67‰
30Si ¼ 3:10‰

Measured isotope ratios

δ30Si‰ ¼ 30Si=28Si sampleð Þ�30Si=28Si standardð Þ
� �

=30Si=28Si standardð Þ
h i

� 1000 (7.27)

Standards

RM 8546, for which δ30Si = 0.0‰, distributed by National Institute of Standards and Technology, NIST;
also known as NBS28, sand quartz.

Formerly: Caltech Rose Quartz Standard (RQS)

Chondritic value

δ30Si ¼ �0:46� 0:02‰ (mean of ordinary chondrites and carbonaceous chondrites; Zambardi et al.,
2013)

Bulk silicate Earth value

δ30Si ¼ �0:29� 0:07‰ (Savage et al., 2014; Deng et al., 2019)

Variations in nature
See Figure 7.33.
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Figure 7.33 Variation in δ30Si
in extra-terrestrial and
terrestrial reservoirs relative
to the value in the bulk
silicate Earth (BSE) (after
Poitrasson, 2017; Ledevin,
2019). Data sources discussed
in the text.
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which is thought to reflect nucleosynthetic processes in
the universe prior to the formation of the Sun.
Basaltic samples from the Moon yield a bulk silicate
moon δ30Si value of �0.27 � 0.02‰ and Martian
meteorites of igneous origin have δ30Si ¼ �0.56 to
�0.33‰, with a bulk silicate Mars value of �0.49 �
0.03‰, similar to the chondritic value (Zambardi
et al., 2013).
The δ30Si value of the bulk silicate Earth based

upon samples of mantle peridotite and basalt is
�0.29 � 0.07‰ (Savage et al., 2014; Deng et al.,
2019). Averages of the samples used to calculate this
value are as follows: ultramafic rocks δ30Si ¼ �0.30 �
0.09‰, MORB δ30Si ¼ �0.27 � 0.06‰, OIB δ30Si ¼
�0.31 � 0.04‰, Archaean komatiite δ30Si ¼ �0.29 �
0.02‰, and island arc basalts δ30Si ¼ �0.28 � 0.04‰.
Felsic rocks have heavier δ30Si values and rhyolites
from Hekla volcano in Iceland have values of
~�0.15‰. Savage et al. (2014) proposed an algorithm
for igneous rocks in which δ30Si is linked to the SiO2

content of the melt, such that for mantle-derived equi-
librium melts

δ30Si‰ ¼ 0:0056� SiO2 wt‰ð Þ � 0:567 �0:05ð Þ
(7.28)

Granites have δ30Si values in the range �0.40 to
�0.11‰ (average �0.23 � 0.15‰), lighter than
expected from the igneous range given above in
Eq. 7.29. Deng et al. (2019) showed that the variabil-
ity within the range of granite compositions may be
related to the protolith composition, for there is a
difference between average δ30Si values for I- and
A-type granites (�0.18 � 0.02‰) and for S-type gran-
ites (�0.28� 0.03‰). Recent studies of Archaean gran-
itoids of the TTG suite show average values between
�0.01 � 0.02‰ (range ¼ �0.06 to þ0.05‰; Deng
et al., 2019) and þ0.01 � 0.11‰ (range ¼ �0.06 to
þ0.15‰; André et al., 2019). An average for the upper
continental crust is �0.25 � 0.16‰, a value which is
very close to that of the BSE (Savage et al., 2014).
Sedimentary rocks show a wider range of silicon

isotope values. Shales and clastic metasediments are
in the range δ30Si ¼ �0.82 to þ0.01‰, reflecting both
the presence of clays formed during rock weathering
and interaction with dissolved silicon in seawater.
Bulk soils have δ30Si ¼ �2.7 to þ0.1‰ and chemical
sediments – cherts and banded iron formations – have
δ30Si ¼ �3.7 to þ1‰. Silicon isotope compositions in
the oceans vary from þ0.5 to þ4.4‰. This range
reflects the variable riverine input (�0.70 to

þ4.66‰), hydrothermal fluxes from and the
weathering of the ocean floor, and biological activity
in the shallow ocean. A global ocean average of δ30Si
is estimated to be ~þ1.1 � 0.3‰. There is significant
silicon isotope fractionation in plants through the
formation of phytoliths with a compositional range
of δ30Si from �2.3 to þ6.1‰ and also in the forma-
tion of diatoms and sponge spicules (Poitrasson,
2017).

7.4.3.2 Controls on the Fractionation
of Silicon Isotopes

At high temperatures the equilibrium fractionation of
silicon isotopes is small. The close similarity between
δ30Si values in the upper mantle and those of MORB
and OIB show that there is minimal isotopic fraction-
ation during partial melting. Similarly, only a very
small amount of silicon isotope fractionation has been
detected during magmatic differentiation and has
been quantified for silicic melts by Savage et al.
(2014); see Eq. 7.28. With increased differentiation
towards more felsic melt compositions δ30Si values
become isotopically heavier. Measured fractionation
factors for a number of silicate phases in mafic and
felsic melts are given in Savage et al. (2014).
Computed fractionation factors between silicate min-
erals and granites are given in Qin et al. (2016) and are
understood to be a function of the mean volume of the
SiO4 tetrahedron (or average Si–O bond length) in the
relevant crystalline structures. There is no evidence for
high-temperature kinetic, diffusion-related fraction-
ation of silicon isotopes in terrestrial systems.
At low temperatures calculated silicon isotope equi-

librium fractionation factors between dissolved silicon
as H4SiO4 and the phases quartz and kaolinite
between 0 and 50�C are up to ~4‰. However, these
calculated fractionations are in the opposite sense to
those observed in nature, indicating that the reactions
in natural systems are not in equilibrium but are
kinetic in nature. Kinetic processes also dominate
silicon isotope fractionation during weathering in
which isotopically light clay minerals are produced
and heavy silicon is partitioned into surface waters.
This process does not appear to be strongly affected
by the composition of the parent rock or by climate
and weathering style, although it does reflect
weathering intensity. As weathering intensity
increases, as measured by the chemical index of
alteration (CIA), soil δ30Si becomes isotopically
lighter (see review by Poitrasson, 2017).
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The mechanisms of silicon isotope fractionation in
biology are not well understood, although it is known
that diatoms have a preference for light silicon iso-
topes. This fractionation is species-dependent, with
fractionation factors ranging from ~�0.5 to – 2‰.
Similarly, plants take up light silicon to produce opal
during growth. Marine siliceous sponges also strongly
fractionate silicon isotopes relative to seawater, con-
centrating the lighter isotope, with fractionation
factors of up to �6‰ (Poitrasson, 2017, and refer-
ences therein).

7.4.3.3 Using Silicon Isotopes as a Tracer
in Geological and Biological Processes

The range of silicon isotope values in terrestrial reser-
voirs shown in Figure 7.33 demonstrates that the most
extreme fractionations take place in aqueous environ-
ments at the Earth’s surface and as a result of bio-
logical processes. Nevertheless, high-resolution
measurements on planetary and terrestrial materials
also provide an important window into high-
temperature geochemical processes (Figure 7.34).

The silicon isotopic compositions of the bulk sili-
cate Earth (δ30Si ¼ �0.29 � 0.07‰) and the Moon
(δ30Si ¼ �0.27 � 0.02‰) are heavier than those of
chondritic meteorites (δ30Si ¼ �0.46 � 0.02‰). This

difference is thought to be due to the sequestration of
isotopically light silicon into the Earth’s core during
planetary differentiation (Savage et al., 2014).
However, calculations by Zambardi et al. (2013) sug-
gest that this mechanism may not fully explain the
observed fractionation and that additional silicon iso-
tope fractionation took place during the Moon-
forming giant impact.
As already noted, the similarity between δ30Si

values in the upper mantle and those of MORB,
OIB and Archaean komatiites indicates that the
mantle is isotopically homogeneous with respect to
silicon isotopes, that it has not changed in compos-
ition with time and that there is minimal isotopic
fractionation during partial melting. This means that
basaltic rocks may be used to trace the chemistry of
their source regions. In the same way the lack of
isotopic fractionation in metamorphic rocks means
that they too can be used to determine the silicon
isotope composition of their protolith.
During the Archaean and early Proterozoic, before

biological processes regulated the silica content of the
oceans, silica concentrations in the oceans were con-
trolled by two major processes: the precipitation of
siliceous sediments (cherts and banded iron
formations) and by the silicic alteration of the
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ocean floor. Ocean crust silicification was a complex
process involving first seawater percolation into a
warm recharge zone in which silicon isotopes equili-
brated with those of the basaltic host, followed by the
diffusive ascent of warm seawater and silica precipita-
tion during conductive cooling. During this latter
stage, silicon isotopes were extensively fractionated
to both heavier and lighter isotopic values (see review
by Ledevin, 2019).
A number of studies have proposed that silica in

ancient cherts may provide clues to the nature of the
early hydrosphere (see Robert and Chaussidon, 2006).
However, the fractionations that take place during
seawater–chert precipitation are complex, for the frac-
tionation factors change according to the properties of
the precipitating fluid: its saturation, temperature and
particulate content. Further, later isotopic changes
take place during diagenesis which can lead to a shift
of up to 3‰ from the initial precipitate (Ledevin,
2019). For this reason great caution must be used in
seeking to interpret siliceous sediments as a monitor of
the silica content and temperature of ancient oceans.
The recent recognition that Archaean TTGs are

isotopically heavy (δ30Si¼�0.01 toþ 0.01‰) relative
to younger granitoids (δ30Si ¼ �0.23 � 0.15‰) and
the BSE (δ30Si ¼ �0.29 � 0.07‰) has stimulated a
revised model for the origin of Archaean felsic crust.
Deng et al. (2019) and André et al. (2019) proposed
that the isotopically heavy character of Archaean
TTGs is inherited from their source and that they
are the partial melts of a basaltic source which has
incorporated sedimentary chert enriched in isotopic-
ally heavy silicon and derived from a silica-saturated
Archaean ocean. The results of this model are illus-
trated on an oxygen–silicon isotope diagram in
Figure 7.34 (after Deng et al., 2019) to show that the
basaltic source was contaminated with sedimentary
chert rather than other forms of sedimentary or
hydrothermal silica.

7.4.4 Chromium Isotopes

Chromium is an important trace element in many
igneous rocks. It is most abundant in mafic and ultra-
mafic igneous rocks where it is compatible in ferro-
magnesian minerals. Cr is also present in the oxide
phase chromite (MgFe)Cr2O4, an important accessory
phase in mafic and ultramafic rocks and the dominant
phase in cumulate chromitite rocks. Chromium is a
redox-sensitive element. In most minerals it occurs in

the Cr3+ state, although during weathering it may be
oxidised to Cr6+. Cr3+ forms oxides or hydroxides
which are insoluble; in contrast, Cr6+ is bound with
oxygen to form CrO4

2� chromate, HCrO4
� bichro-

mate or Cr2O7
2� dichromate ions, all of which are

water-soluble. Cr6+ is carcinogenic, and because of its
soluble nature the anthropogenic Cr contamination of
groundwater through industrial activity has led to
some serious environmental problems.
There are four stable isotopes of chromium: 50Cr,

52Cr, 53Cr and 54Cr. 53Cr is the daughter product of
the now-extinct radionuclide 53Mn. Chromium iso-
tope ratios are measured as 53Cr/52Cr, expressed as
δ53Cr‰ (Eq. 7.29) relative to the standard SRM979.
In natural systems Cr isotopes have a range of about
7‰ (Figure 7.35); the stable isotope systematics of Cr
are summarised in Box 7.12. A recent review of the
stable isotope geochemistry of chromium is given by
Qin and Wang (2017).
High-precision chromium isotope measurements

can be made using thermal ionisation mass spectrom-
etry (TIMS) with a reported precision of up to 0.026‰
and by MC-ICP-MS techniques with a precision of
between �0.26 and 0.011‰. After acid dissolution,
samples are purified using ion-exchange techniques.
In situ analyses are performed by LA-ICP-MS.
A full discussion of analytical approaches is given in
Qin and Wang (2017).
Chromium isotopes have been used to study pro-

cesses in the early solar system, in the redox evolu-
tion of the Earth’s early atmosphere and oceans and
in environmental geochemistry to investigate
contaminated groundwater.

7.4.4.1 The Distribution of Chromium Isotopes
in Nature

The average chromium isotope composition of car-
bonaceous chondrites is δ53Cr ¼ �0.128 � 0.043‰
and of ordinary chondrites δ53Cr ¼ �0.113 �
0.044‰. Measurements on two Martian meteorites
give values between δ53Cr ¼ �0.218 and �0.142‰
(Schoenberg et al., 2016) and the least differentiated
lunar basalt of Bonnand et al. (2016) has a Cr isotopic
composition of �0.222 � 0.025‰.
The chromium isotope composition of mantle-

derived rocks is in the range δ53Cr ¼ �0.009 to
0.211‰. For mantle xenoliths δ53Cr values ¼
�0.017 to �0.167‰, for ultramafic rocks and cumu-
lates δ53Cr ¼ �0.009 to �0.211‰ and for oceanic and
continental basalts δ53Cr ¼ �0.126 to �0.178‰
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Box 7.12 Chromium isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

50Cr ¼ 4:35‰
52Cr ¼ 83:79‰
53Cr ¼ 9:50‰ radiogenic product of extinct nuclide 53Mn
54Cr ¼ 2:36‰

Measured isotope ratios

δ53Cr‰ ¼ 53Cr=52Cr sampleð Þ�53Cr=52Cr standardð Þ
� �

=53Cr=52Cr standardð Þ
h i

� 1000 (7.29)

Standards

SRM979, from the National Institute of Standards and Technology, often denoted as NIST 979; also
SRM3112a. Both supplied in Cr3+ form in nitric acid.

NIST610 and NIST612 for LA-ICP-MS (Bai et al., 2019)

Chondritic value

δ53Cr ¼ �0:128� 0:043‰: carbonaceous chondrites
δ53Cr ¼ �0:113� 0:044‰: ordinary chondrites; (Schoenberg et al., 2016)

Silicate Earth

δ53Cr ¼ �0:124� 0:101‰ (Schoenberg et al., 2008)

Variations in nature
See Figure 7.35.
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(average δ53Cr ¼ �0.151 � 0.050‰). From these
measurements it is possible to estimate an average
value for the igneous silicate Earth of δ53Cr ¼
�0.124 � 0.101‰ (Schoenberg et al., 2008). A single
measurement on a USGS granite reference sample
gives δ53Cr ¼ �0.177‰, within the range of the mafic
igneous rocks measured (Schoenberg et al., 2016),
suggesting that an average value for the continental
crust is similar to that of the silicate Earth. The simi-
larity between the δ53Cr values for the silicate Earth,
Mars and chondritic meteorites suggests that contrary
to earlier proposals there was no fractionation of
chromium isotopes during core formation in the sili-
cate Earth and Mars.
Farkas et al. (2013) calculated the global average

Cr isotope composition for chromites as �0.079 �
0.169‰. Chromitites in layered intrusions (the
Bushveld complex, the Great Dyke, the Stillwater
complex) have Cr isotope compositions in the range
δ53Cr ¼ �0.23 to �0.026‰ (Schoenberg et al., 2008;
Bai et al., 2019). In the Kizildag ophiolite in Turkey,
Chen et al. (2019) show that podiform chromitites
have slightly heavier δ53Cr values (�0.22 to
�0.04‰) than those in ophiolitic stratiform-like
chromitites (�0.29 to �0.06‰) indicating that the
range of chromium isotope compositions in ophiolitic
chromitites is greater than that found in layered intru-
sions. Currently, all measured chromite Cr isotope
compositions lie within the range of values for the
silicate Earth.
Marine sediments have δ53Cr values between

�0.007 to þ0.009 (mean 0.032 � 0.065). Black shales
analysed by Frank et al. (2020) have bulk δ53Cr values
of between þ0.02 � 0.15‰ and þ0.56 � 0.10‰ and a
chert sample has a bulk δ53Cr value of þ0.98 �
0.13‰.
Chromium in modern river water is predomin-

antly as Cr6+ and is derived from the weathering of
the continental crust. River water has chromium
isotope compositions ranging from δ53Cr ¼ �0.17
to þ1.33‰, although in source regions containing
serpentinised ultramafic rocks values may be as high
as þ4‰ (Farkas et al., 2013). Seawater is not well
mixed with respect to Cr isotopes and there is an
inverse correlation between the Cr isotope compos-
ition and Cr concentrations in seawater (Paulukat
et al., 2016). δ53Cr values are between þ0.13 and
þ1.6‰, although in surface waters the range is
þ0.13 to þ1.24‰ (Paulukat et al., 2016; Qin and
Wang, 2017).

7.4.4.2 Controls on the Fractionation
of Chromium Isotopes

The reduction of Cr6+ to Cr3+ involves the breaking of
Cr–O bonds because Cr6+ usually exists as an oxy-
anion. The bonds between the light Cr isotopes and
oxygen are easier to break than for the heavy isotopes,
and so during reducing reactions the Cr3+ product will
be enriched in the light Cr isotopes. At low tempera-
tures this kinetic fractionation may take place by both
abiotic and biological processes. The abiotic reduction
of Cr6+ to Cr3+ in laboratory experiments using a range
of mineral substrates results in isotopic fractionations of
the order of 2.5–3.5‰. In Fe2+-rich sediments this can
lead to an increase in δ53Cr in the overlying water of up
to 2.0‰ (Qin and Wang, 2017; Bauer et al., 2018).
Biological Cr6+ reduction by microbial activity is

an important process in natural systems, and in the
laboratory fractionations from 2.0 to 7.0‰ have been
measured. In each case the reduced reaction product is
isotopically lighter than the reactant. However, the
transfer of three electrons from Cr6+ to Cr3+ is likely
to occur in stages and so in natural systems the precise
amount of fractionation will depend upon the reduc-
tion pathway and may not be as high as that predicted
from laboratory experiments. The detail of metabolic
pathways in thermophilic bacteria has been docu-
mented recently by Chen et al. (2019). In contrast to
Cr6+ reduction, the processes whereby Cr3+ is oxidised
to Cr6+ are less well understood, but experimental
studies indicate Cr isotope fractionations of between
�2.5 and þ1.0‰ (Qin and Wang, 2017).
The very small (<0.2‰) variations in silicate rocks

indicate that Cr isotopes are not extensively fraction-
ated in high-temperature igneous systems. However,
Schoenberg et al. (2016) have suggested that within
this variability there are some small fractionations
which reflect both partial melting and fractional
crystallisation processes. This has been confirmed in
a recent study by Chen et al. (2019), who demon-
strated Cr isotope equilibrium fractionation during
partial melting of mantle harzburgite of the Kizildag
ophiolite and in the fractional crystallisation of the
associated dunites and chromitites. Bai et al. (2019)
have shown that during fractional crystallisation,
heavy Cr isotopes are preferentially partitioned into
chromite and the light isotopes into the residual melt
such that equilibrium processes lead to Cr isotopic
fractionation between minerals in the order
δ53Crspinel > δ53Crorthopyroxene > δ53Crolivine.
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In addition to equilibrium fractionation processes,
there is also evidence of kinetic fractionation in high-
temperature igneous systems. This can be seen in the
Stillwater complex in the United States where the Cr
isotope composition of olivines shows inter-mineral
fractionations which do not follow the sequence iden-
tified above, and δ53Cr diffusion profiles in these oliv-
ines indicate that kinetic factors play a role in Cr
isotope fractionation (Bai et al., 2019).

7.4.4.3 Using Chromium Isotopes as a Tracer
in Cosmological and Geological Processes

The isotope 53Cr is produced from the decay of the
short-lived isotope 53Mn, which has a half-life of 3.7
Ma. Mass-independent anomalies of 53Cr in meteor-
ites have been used to provide clues about early pro-
cesses in the solar nebula and the differentiation of
early planetesimals. In addition, anomalies of the iso-
tope 54Cr in meteorites can be used to trace the
sources and distribution of nucleosynthetic products
in the early solar system (see review by Qin andWang,
2017).

On the Earth the spread of Cr isotope values illus-
trated in Figure 7.35 shows that the most significant
fractionations take place during low-temperature geo-
chemical processes. One such process is the oxidative
continental weathering of Cr3+ to Cr6+, although this
requires MnO2 as a catalyst and in detail is complex.
Where Cr is lost from the system during weathering,
the resulting palaeosols show negative δ53Cr values;
currently, this weathering process is the only natural
mechanism known to produce large negative Cr iso-
tope fractionations (Frei and Polat, 2013). Other soil
profiles record Cr enrichment; these have positive
δ53Cr values and where the weathering leads to the
serpentinization of ultramafic rocks, Cr isotope com-
positions can be shifted to δ53Cr values as high as
1.2‰ (Farkas et al., 2013).

Cr isotope fractionation in the oceans is driven by
two key processes: the reduction of Cr6+ in surface
waters and the scavenging of isotopically light Cr3+ to
deeper water and sediment. A recent model for the
mass balance of Cr isotopes in the modern oceans
suggests that the principal Cr input is from rivers with
an estimated δ53Cr¼þ0.3 toþ1.0‰. Outputs include
relatively minor fluxes of Cr to oxic and anoxic sedi-
ments, both with zero δ53Cr fractionation and a major
flux to reducing sediments with an estimated δ53Cr
fractionation of �0.2. This model is consistent with

a Cr isotope composition for the oceans of δ53Cr ¼
þ0.44 to þ1.53‰ (Qin and Wang, 2017).
In groundwater chromium isotopes can be used to

understand the transport of the carcinogenic contam-
inant Cr6+. In particular, the anaerobic reduction of
Cr6+ can immobilise carcinogenic Cr and convert it
into insoluble Cr3+. The Cr isotope fractionation asso-
ciated with this process can lead to elevated δ53Cr
values (0.7–5.2‰) and in this way the efficiency of
the remediation can be monitored. In detail, the meas-
ured Cr isotope values will be very variable for they
depend on the initial δ53Cr value of the source and
whether it is natural or anthropogenic.
A relatively recent application of Cr isotopes has

been to use δ53Cr values in sediments as a palaeo-
redox proxy and to determine the onset of oxygenic
photosynthesis. This approach has been applied to the
study of banded iron formations, organic-rich shales
and carbonate rocks. The logic is that in an oxygen-
ated atmosphere Cr can be oxidised to Cr6+, mobilised
and isotopically fractionated. In an oxygen-free
atmosphere Cr is transported as Cr-bearing minerals
or as dissolved Cr3+ but is not fractionated. However,
despite this simple theoretical framework, care must
be taken to ensure that the sediments analysed faith-
fully record the ambient δ53Cr for seawater.
Consequently, corrections may need to be made for
the presence of detrital material in the sediment
(Frank et al., 2020) and for any biological Cr isotope
fractionations. Further, geochemical controls on the
oxidation of Cr require both the presence of Mn
oxides, which in itself requires free oxygen, and a
surface environment free of Fe2+.
A compilation of δ53Crsediment over geological time

for selected samples shows that there is minimal δ53Cr
fractionation (�0.5 to þ0.5‰) relative to the silicate
Earth from the Hadean to the mid-Proterozoic. Only
in the Neoproterozoic at ~1.1 Ga is there a record of
extensive δ53Cr fractionation (up to þ5.0‰ in Fe-rich
shales), long after the GOE at 2.34 Ga. This event at
1.1 Ga is thought to record the onset of oxidised
surface environments and the deep oxygenation of
ocean waters (Qin and Wang, 2017).

7.4.5 Iron Isotopes

The element iron is abundant throughout the Earth. It
occurs in three oxidation states – metallic iron (Fe0),
ferrous iron (Fe2+) and ferric iron (Fe3+) – and these
oxidation states govern its distribution. Metallic iron
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is the primary constituent of the Earth’s core; ferrous
iron is the dominant iron species in the Earth’s mantle
and its derivative melts, and ferric iron is common in
the oxygenated environments of the Earth’s surface.
There are four stable isotopes of iron: 54Fe, 56Fe,

57Fe and 58Fe. The isotope ratio measured is
56Fe/54Fe, expressed as δ56Fe‰ (Eq. 7.30) relative to
a synthetic iron standard. The range of isotopic frac-
tionations in natural samples is about 6.0‰, from ~
�3.5 to þ2.7‰. The systematics of iron isotopes are
summarised in Box 7.13, and recent reviews of the
geochemistry of the stable isotopes of iron are given
by Dauphas et al. (2017) and in the text by Johnson
et al. (2020). Bulk samples are prepared for analysis
using acid digestions followed by element purification
using ion-exchange methods. The analytical method
of choice is MC-ICP-MS for its precision and speed of
analysis, although where high spatial resolution is
required, then the in situ methods of SIMS and LA-
ICP-MS can be applied. A full discussion of analytical
approaches is given in Dauphas et al. (2017) and
Johnson et al. (2020).
In igneous rocks only very small shifts in δ56Fe are

recorded, but these can be used to interpret melting
and crystal fractionation processes. In contrast, in the
aqueous environments of the Earth surface, the com-
position of some sediments and surface waters shows
large iron isotope fractionations (Figure 7.36). Iron is
also an essential element in living organisms; large
isotopic fractionations are recorded in plants, animals
and humans; and there are applications of Fe isotope
chemistry in biomedical research (Albarede et al.,
2017; Dauphas et al., 2017).

7.4.5.1 The Distribution of Iron Isotopes in Nature

Chondritic meteorites have a mean iron isotope value
of δ56Fe ¼ �0.005 � 0.006‰, a value which is con-
stant throughout all chondrite types, and is coinciden-
tally indistinguishable from that of the iron isotope
standard IRMM-014, which is by definition δ56Fe ¼
0.0. The estimated composition of the Martian mantle
is δ57Fe ¼ �0.12 � 0.04 and the primitive lunar
mantle is δ56Fe ¼ �0.10 � 0.05‰; both are slightly
lighter than the chondritic value (Dauphas et al.,
2017; Elardo et al., 2019).
Current estimates for the composition of the terres-

trial mantle include the average for mantle peridotites
of δ56Fe ¼ �0.027 � 0.026‰ with δ56Fe values
ranging from �0.1 to þ0.16‰ (Dauphas et al.,
2017), and the estimated composition of the Earth’s

primitive mantle is δ56Fe ¼ þ0.033 � 0.027‰ (Sossi
et al., 2016). Baffin Island picrites are in the range
δ56Fe ¼ �0.025 to þ 0.125‰, with a parental melt
composition of 0.076 � 0.04‰ (McCoy-West et al.,
2018). MORBs have a compositional range of δ56Fe ¼
þ0.06 to þ0.18‰ with a mean value of þ0.105 �
0.006‰, and a calculated MORB source of þ0.025 �
0.025‰. Estimates of the iron isotope composition of
the mantle source for komatiite lavas is between
þ0.054 to �0.093‰ (summarised in McCoy-West
et al., 2018). Arc lavas from the Banda Arc are thought
to be derived from a mantle source which has a lower
δ56Fe than that of MORB. Taken together, these vari-
ations in terrestrial mafic and ultramafic rocks lead to
an emerging consensus that the Fe isotope composition
of the bulk silicate Earth is chondritic (see review by
Dauphas et al., 2017).
δ56Fe values in silicic rocks increase with the

increasing silica content of the melt. Below 70 wt.‰
SiO2, δ

56Fe values are between þ0.08 and þ0.14‰,
but above 70 wt.‰ SiO2, values increase rapidly to
þ0.4‰. Poitrasson (2006) computed a mean value for
the continental crust of δ56Fe ¼ þ0.07 � 0.03‰
(given as δ57Fe ¼ þ0.10 � 0.03‰).
Values for dissolved δ56Fe in the world’s oceans are

variable but show the greatest range in the North
Atlantic where they vary between �1.35 � 0.03‰
and þ0.80 � 0.06‰ (Abadie et al., 2017). The com-
bined dissolved and particulate δ56Fe in river water
varies between �1.7 and þ2.7‰ (Escoube et al.,
2015). High-temperature hydrothermal vent fluids
have δ56Fe values in the range �0.3 to �0.5‰, shifted
towards lighter values relative to the composition of
igneous rocks.
Modern deep-sea clays and terrigenous sediments

have δ56Fe values which cluster around the value
for average continental crust (δ56Fe ¼ þ0.07 �
0.03‰), indicating that there is only minor iron
isotope fractionation during continental weathering
and transport. However, sediments formed in
organic-rich reducing environments such as black
shales show a much wider range with δ56Fe ¼
þ1.0 to �3.5‰. Modern marine chemical sediments
such as Fe–Mn crusts and nodules are enriched in
the light isotopes and have δ56Fe values between
�0.05 and �1.13‰ (mean ¼ �0.41 � 0.49‰).
Banded iron formations formed in the Proterozoic
and Archaean preserve a wide range of compos-
itions with δ56Fe values between �2.5 and þ2.0‰
(Dauphas et al., 2017).
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Box 7.13 Iron isotopes
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Stable isotopes and abundances

54Fe ¼ 5:845‰
56Fe ¼ 91:754‰
57Fe ¼ 2:1191‰
58Fe ¼ 0:2919‰

Measured isotope ratios

δ56Fe‰ ¼ 56Fe=54Fe sampleð Þ�56Fe=54Fe standardð Þ
� �

=56Fe=54Fe standardð Þ
h i

� 1000 (7.30)

Standards

IRMM-014 (a synthetic metallic iron from the Institute for Reference Materials and Methods)
In practice the standard IRMM-524a is currently used; this has the same Fe isotopic value as IRMM-014

Chondritic value

δ56Fe ¼ �0:005� 0:006‰

Bulk silicate Earth value

δ56Fe ~ chondritic (Dauphas et al., 2017)

Variations in nature
See Figure 7.36.

Hydrothermal vent fluids

chondritic
Fe

Lunar mantle

MORB

Mantle peridotite

Continental crust (av)

Seawater
River water

–3                 –2               –1                0                 +1                +2              +3

�    Fe ‰56

Black shale

Martian mantle

Felsic volcanic rocks

BIF

Clay and terrigenous sediment

Fe–Mn crusts

Figure 7.36 Variation in
δ56Fe in extra-terrestrial and
terrestrial reservoirs relative
to the value in chondritic
meteorites, which is identical
to the BSE value. Data
sources discussed in the text
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7.4.5.2 Controls on the Fractionation
of Iron Isotopes

Evidence for kinetically controlled iron isotope
fractionation at high temperatures comes from the
study of diffusion in zoned minerals. Teng et al.
(2011) measured δ56Fe in a strongly zoned olivine
from Kīlauea Iki lava lake and showed that the low-
Fe core was isotopically light with δ56Fe ~ �1.0‰,
whereas the Fe-enriched rim was isotopically heavier
with δ56Fe ~ 0.0‰. Their data suggest that as the melt
became more Fe-rich, Fe diffused into the olivine with
the light Fe isotopes diffusing into the phenocryst
more rapidly than the heavy ones, giving rise to the
isotopically light mineral core. At low temperatures,
examples of kinetically controlled isotope fractiona-
tions have been seen both in experimental studies and
in natural systems. Examples include the biological
oxidation of Fe, biological and abiotic mineral dissol-
ution, the precipitation of Fe from seawater and the
biological uptake of Fe from seawater.
Equilibrium Fe isotope fractionations are quanti-

fied using the fractionation factor β, a measure of the
fractionation of a given phase relative to monatomic
Fe vapour. The use of a reference material in this way
allows fractionation factors to be calculated between
any two coexisting phases (Dauphas et al., 2017).
Experimental studies of Fe isotope fractionation
between silicate and metal at high temperatures indi-
cate that the degree of fractionation is very small,
confirming the view that the composition of the BSE
was little modified during core formation (Elardo
et al., 2019). Other high-temperature fractionations
include the mineral–melt partitioning (Δ56Fe) between
spinel and melt ¼ 0.15–0.22‰ and between olivine
and melt ¼ 0.048‰ (McCoy-West et al., 2018).
Mineral–mineral fractionation factors for the phases
almandine, ilmenite, fayalite, chromite, hercynite and
magnetite were determined by Sossi and O’Neill
(2017), who showed that both the coordination envir-
onment and the oxidation state of the Fe exert import-
ant controls on Fe isotope fractionation.
In aqueous solutions the fractionation factor for Fe

isotopes between Fe2+ and Fe3+ was determined
experimentally by Welch et al. (2003), who showed
that the ferrous component is always isotopically light
relative to the ferric component. The average meas-
ured ΔFe3+–Fe2+ fractionation was þ3.57 � 0.38‰ at
0�C,þ3.00 � 0.23‰ at 22�C and estimated to beþ1.5
� 0.6‰ at 100�C. Measured fractionations between
aqueous Fe species and minerals include Fe3+–

haematite ¼ �0.1 � 0.2‰, Fe2+–magnetite ¼ �1.56
� 0.20‰ at 22oC, Fe2+–siderite ¼ þ0.48 � 0.22‰ at
20�C and Fe2+–mackinawite (FeS) ¼ �0.33 � 0.12‰
at 25�C (Dauphas et al., 2017, and references therein).
Leaching of Fe from basaltic rocks during hydro-

thermal alteration results in the release of the lighter
isotope such that high-temperature vent fluids are
isotopically light and the altered basalt isotopically
heavy relative to fresh values by up to 1.3‰. This is
due to the formation of isotopically heavy secondary
minerals and the precipitation of isotopically heavy
pyrite in the basalt. During continental weathering
Fe isotope fractionation in soil is small, often less than
~0.5‰, indicating that weathering does not signifi-
cantly fractionate iron isotopes.
In biogeochemical processes the principal controls

on iron isotope fractionation include bacterial dissimi-
latory iron reduction (DIR) and iron oxidation.
During DIR, bacteria use Fe3+ as an electron acceptor
in anaerobic respiration – an important process in the
formation of sulphide minerals. Experimental studies
show that iron isotope fractionation between Fe2+ in
solution and a ferric substrate during DIR can lead to
δ56Fe values that are up to 2.95‰ lower than that of
the substrate, very similar to the values determined by
Welch et al. (2003) for the abiotic fractionation
of aqueous Fe2+–Fe3+. In contrast, photosynthetic
Fe2+-oxidising bacteria, operating under anaerobic
conditions and using Fe2+aq as an electron donor,
crystallize hydrous ferric oxide enriched in δ56Fe by
about 1.5‰. Plants also fractionate iron isotopes rela-
tive to soil, with an overall range in fractionation of
up to 4.5‰ (see review by Dauphas et al., 2017).

7.4.5.3 Using Iron Isotopes as a Tracer
in Geological and Biological Processes

The largest fractionations between the isotopes of iron
are to be found in aqueous environments and as a
result of biogeochemical processes (Figure 7.36). The
balance of iron isotopes in the oceans is controlled by
the input of isotopically heavy Fe in aerosol dust and
river water, the input of isotopically light hydrother-
mal vent fluids and pore waters and the biological
removal of heavy isotopes (Albarede et al., 2017;
Dauphas et al., 2017).
Iron isotopes also serve as a useful proxy for

palaeo-redox conditions, for prior to the GOE it is
thought that the Earth’s oceans were anoxic and rich
in isotopically light δ56Fe. The black shale iron iso-
tope archive shows a wide range of values in samples
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from the early Proterozoic and the Archaean (δ56Fe ¼
þ1.0 to �3.5‰) but a much narrower spread in rocks
younger than about 2.3 Ga. This difference is thought
to reflect a change in the redox state of the global
oceans related to the oxygenation of the Earth’s
atmosphere during the GOE at 2.34 Ga. Similarly,
there are large iron isotope fractionations in
Archaean and Proterozoic banded iron formations
(BIF) prior to 1.8 Ga (δ56Fe ¼ �2.5 and þ2.0‰),
although it is unclear how much of this fractionation
is primary and how much is the product of post-
depositional processes (Dauphas et al. 2017).

It has been suggested that the extreme iron isotope
fractionations in Archaean sediments are, in part, the
product of microbial activity, although this is difficult
to demonstrate unequivocally since similar fractiona-
tions can be produced by abiotic processes.
Nevertheless, the recent study by Marin-Carbonne
et al. (2020) argues that 3.2 Ga sedimentary pyrites
from the Barberton Greenstone Belt in South Africa

preserve evidence of microbial activity in the form of
dissimilatory iron reduction.
In high-temperature geochemistry the difference

between the average iron isotope composition of
mantle peridotites (δ56Fe ¼ �0.027 � 0.026‰) and
MORBs (δ56Fe ¼ þ0.105 � 0.006‰) suggests that
there is equilibrium iron isotope fractionation
during the partial melting of the mantle. This is
difficult to quantify, but McCoy-West et al. (2018)
propose a δ56Femelt– δ

56Fesource value of <0.04‰ for
high degrees of mantle melting, although at present
not all the relevant mineral–melt fractionation
factors are well known (Dauphas et al., 2017). In
felsic rocks the steep increase in δ56Fe values with
increasing silica content is most likely to be the
product of fractional crystallisation, although the
initial redox state of the melt and the role of Fe3+

should be also be taken into consideration when
evaluating these isotopic fractionations (Teng
et al., 2008; Dauphas et al., 2017).
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Appendix 3.1 The CIPW Norm Calculation (after Kelsey,
1965, and Cox et al., 1979)

Despite the numerous programs, macros and other
tools available for calculating the CIPW norm it is
helpful to use a standard form when calculating a
norm by hand. This may be done by laying out the
oxides (with their molecular weights and therefore the
molecular proportions) as columns along the top of
the page and the more common normative minerals as
rows down the left-hand margin. The ‘boxes’ of the
table are filled as the calculation is made and can be
used to keep track of when an element is totally
consumed. Constants used in the CIPW norm calcu-
lation are listed in Table A3.1.

The CIPW norm calculation makes a few simpli-
fying assumptions – that the magma is anhydrous,
no solid solution occurs in minerals, and the Fe/Mg
ratio of ferromagnesian minerals remains constant.
The whole rock chemistry is converted to molecular
proportions by dividing the wt.% oxides by their

respective molecular weights. At the end of the
calculation the wt.% norm is generated by multiply-
ing the proportions of normative minerals by their
molecular weight.

Method

1. Divide wt.% oxides by their molecular weights to
determine theirmolecular proportions.Use themolar
oxide proportions in all subsequent calculations.

2. Add MnO to FeO.
3. Allocate CaO equal to 3.33 � P2O5 to apatite.
4. If FeO > TiO2: allocate FeO equal to the amount

of TiO2 present to ilmenite.
If FeO < TiO2: an excess of TiO2 is provision-

ally made into sphene, using an equal amount of
CaO (although, only after CaO has been allocated
to anorthite). If there is still an excess of TiO2, it is
allocated to rutile.

Table A3.1 Constants used in the CIPW norm calculation

Oxide Molecular weight Normative Mineral Formula Molecular weight

SiO2 60 q Quartz S 60

TiO2 80 or Orthoclase KAS6 556

Al2O3 102 ab Albite NAS6 524

Fe2O3 160 an Anorthite CAS2 278

FeO 72 lc Leucite KAS4 436

MnO 71 ne Nepheline NAS2 284

MgO 40 c Corundum A 102

CaO 56 ac Acmite NF3+S4 462

Na2O 62 wo Wollastonite CS 116

K2O 94 di en Enstatite MS 100

P2O5 142 di fs Ferrosilite F2+S 132
di wo wollastonite CS 116
hy en enstatite MS 100
hy fs Ferrosilite F2+S 132

ol fo Forsterite M2S 140

ol fa Fayalite F2+S 204

mt Magnetite F2+F3+ 232
he Hematite F3+ 160
il Ilmenite F2+T 152
ap Apatite C3.33P 310



5. Provisionally allocate Al2O3 equal to K2O for
orthoclase.

6. Provisionally allocate to any excess Al2O3 equal
Na2O for albite. If there is insufficient Al2O3, go
to step 10.

7. Any excess of Al2O3 over Na2OþK2O is matched
with an equal amount of CaO for anorthite.

8. If there is an excess of Al2O3 over CaO, it is
allocated to corundum.

9. An excess of CaO over Al2O3 is used for diopside
and wollastonite.

10. An excess of Na2O over Al2O3 is used in acmite;
there is no anorthite in the norm. Allocate Fe2O3

equal to the excess Na2O for acmite.
11. If Fe2O3 > Na2O, allocate an equal amount of

FeO for magnetite.
12. If Fe2O3 is still in excess, it is calculated

as hematite.
13. Sum MgO þ remaining FeO. Calculate their

relative proportions.
14. Any CaO unused after anorthite (step 7) allocated to

diopside using an equal amount of FeO þ MgO
(allotted in proportion to that determined in step 13).

15. Excess CaO is provisionally allocated
to wollastonite.

16. Excess MgO þ FeO is provisionally allocated
to hypersthene.

17. Allocate SiO2 to sphene, acmite, provisional
orthoclase, albite and anorthite, diopside, wollas-
tonite and hypersthene in the proportions of the
formulae above.

18. An excess of SiO2 is calculated as quartz.
19. If there is insufficient SiO2 at step 17, the SiO2

allocated to hypersthene is omitted from the sum
of SiO2 used. If at this point there is an excess of
SiO2, the remaining SiO2 is allocated between
hypersthene and olivine using the equations

x ¼ 2S�M

y ¼ M� x

where x is the number of hypersthene molecules
and y the number of olivine molecules, M the
value of available MgO þ FeO, and S the
amount of available SiO2. If there is insufficient
SiO2 to match half the amount of MgO þ FeO,

then MgO þ FeO is made into olivine (rather
than hypersthene).

20. If there is still a deficiency of SiO2 in step 19, SiO2

allocated to sphene is subtracted from the total
in step 17 and CaO and TiO2 are calculated
as perovskite.

21. If there is still a deficiency in SiO2, the total in step
17 is calculated substituting perovskite for sphene
and olivine for hypersthene. Albite is omitted and
Na is distributed between albite and nepheline
according to the rules

x ¼ S� 2Nð Þ=4
y ¼ N� x

where x is the number of albite molecules, y the
number of nepheline molecules, N the amount of
available Na2O, and S the amount of available
SiO2.

22. If there is not enough SiO2 at step 21 to equal
twice the Na2O, all the Na2O is made into nephe-
line and K2O is distributed between leucite and
orthoclase, although now the total available SiO2

is the total from step 17 when perovskite, olivine
and nepheline are made and orthoclase is omitted.
In this case

x ¼ S� 4Kð Þ=2
y ¼ K� xð Þ
where x is the number of orthoclase molecules
and y the number of leucite molecules, K the
available K2O, and S the available SiO2.

23. If there is still a deficiency in SiO2, the CaO of
wollastonite and diopside is distributed between
these two minerals and calcium orthosilicate and
the silica allocated accordingly.

24. Finally, the weight percentages of the normative
minerals are calculated by multiplying the oxide
amounts by the molecular weight of the minerals.
An oxide is selected which appears as unity in the
formulae cited above and that value (the molecu-
lar proportion) is multiplied by the molecular
weights given above. This gives the normative
constituents in wt.% terms. These should sum to
approximately the same percentage as the
original analysis.
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Appendix 5.1 Discriminant Function Equations for
Tectonic Discrimination Diagrams

Axes for Figure 5.5, Oceanic Basalts
(Vermeesch, 2006a)

(A) DF1 ¼ 0.555 ln (Al2O3/SiO2) þ 3.822 ln (TiO2/
SiO2) þ 0.522 ln (CaO/SiO2) þ 1.293 ln (MgO/
SiO2) � 0.531 ln (MnO/SiO2) � 0.145 ln (K2O/
SiO2) � 0.399 ln (Na2O/SiO2)

DF2 ¼ 3.796 ln (Al2O3/SiO2) þ 0.008 ln (TiO2/
SiO2) � 2.868 ln (CaO/SiO2) þ 0.313 ln (MgO/
SiO2) þ 0.650 ln (MnO/SiO2) þ 1.421 ln (K2O/
SiO2) � 3.017 ln (Na2O/SiO2)

(B) DF1 ¼ 0.016 ln (Zr/Ti) � 2.961 ln (Y/Ti) þ 1.500
ln (Sr/Ti)
DF2 ¼ 1.474 ln (Zr/Ti) þ 2.143 ln (Y/Ti) þ

1.840 ln (Sr/Ti)

Axes for Figure 5.6, Ultramafic and Mafic
Rocks (Verma and Agrawal, 2011)

Subscript A ¼ adjusted to 100% and for Fe oxidation
state.

(A) DF1 ¼ �0.6611 � ln (Nb/(TiO2)A) þ 2.2926 � ln
(V/TiO2)A) þ 1.6774 � ln (Y/TiO2)A) þ 1.0916 �
ln (Zr/(TiO2)A) þ 21.3603

DF2 ¼ 0.4702 � ln (Nb/(TiO2)A) þ 3.7649 �
ln (V/TiO2)A) – 3.911 � ln (Y/TiO2)A) þ 2.2697
� ln (Zr/(TiO2)A) þ 4.8487

(B) DF1 ¼ (�0.6146 � ln (Nb/(TiO2)A) þ (2.3510 �
ln (V/(TiO2)A) þ (1.6828 � ln (Y/(TiO2)A) þ
(1.1911 � ln (Zr/(TiO2)A) þ 22.7253
DF2 ¼ (1.3765 � ln (Nb/(TiO2)A) þ (�0.9452

� ln (V/(TiO2)A) þ (4.0461 � ln (Y/(TiO2)A) þ
(�2.0789 � ln (Zr/(TiO2)A) þ 22.2450

(C) DF1 ¼ (�0.6624 � ln (Nb/(TiO2)A) þ (2.24498 �
ln (V/(TiO2)A) þ (1.2867 � ln (Y/(TiO2)A) þ
(1.0920 � ln (Zr/(TiO2)A) þ 18.7466
DF2 ¼ (0.4939 � ln (Nb/(TiO2)A) þ (3.4741 �

ln (V/(TiO2)A) þ (�3.8953 � ln (Y/(TiO2)A) þ
(2.0070 � ln (Zr/(TiO2)A) þ 3.3163

(D) DF1 ¼ (�0.2646 � ln (Nb/(TiO2)A) þ (2.0491 �
ln (V/(TiO2)A) þ (3.4565 � ln (Y/(TiO2)A) þ
(0.8573 � ln (Zr/(TiO2)A) þ 32.9472

DF2 ¼ (0.01874 � ln (Nb/(TiO2)A) þ (4.0937
� ln (V/(TiO2)A) þ (�4.8550 � ln (Y/(TiO2)A) þ
(2.9900 � ln (Zr/(TiO2)A) þ 0.1995

Axes for Figure 5.7, Intermediate Rocks
(Verma and Verma, 2013)

Subscript A ¼ adjusted to 100% and for Fe oxidation
state.

Major elements

(A) DF1 ¼ (–2.45605 � ln (TiO2/SiO2)A) þ (1.11985
� ln (Al2O3/SiO2)A) þ (�2.22475 � ln (Fe2O3/
SiO2)A) þ (2.48861 � ln (FeO/SiO2)A) þ
(�0.212024 � ln (MnO/SiO2)A) þ (�0.06661 �
ln (MgO/SiO2)A) þ (1.29066 � ln (CaO/SiO2)A)
þ (�0.28377 � ln (Na2O/SiO2)A) þ (�0.40211 �
ln (K2O/SiO2)A) þ (0.030635 � ln (P2O5/SiO2)A)
� 11.4309347
DF2 ¼ (�0.57759 � ln (TiO2/SiO2)A) þ

(�0.01121 � ln (Al2O3/SiO2)A) þ (0.69125 � ln
(Fe2O3/SiO2)A) þ (�1.99798 � ln (FeO/SiO2)A)
þ (�1.72017 � ln (MnO/SiO2)A) þ (0.305275 �
ln (MgO/SiO2)A) þ (0.816018 � ln (CaO/SiO2)A)
þ (�1.791727 � ln (Na2O/SiO2)A) þ (0.871298 �
ln (K2O/SiO2)A) þ (0.335479 � ln (P2O5/SiO2)A)
� 12.20158596

(B) DF1 ¼ (�2.51880 � ln (TiO2/SiO2)A) þ (0.54210
� ln (Al2O3/SiO2)A) þ (�3.790190 � ln (Fe2O3/
SiO2)A) þ (3.846277 � ln (FeO/SiO2)A) þ
(�0.362718 � ln (MnO/SiO2)A) þ (�0.176632 �
ln (MgO/SiO2)A) þ (1.426496 � ln (CaO/SiO2)A)
þ (0.111801 � ln (Na2O/SiO2)A) þ (�0.219223 �
ln (K2O/SiO2)A) þ (�0.07248 � ln (P2O5/SiO2)A)
� 14.3151255



DF2 ¼ (�1.04907 � ln (TiO2/SiO2)A) þ
(3.440438 � ln (Al2O3/SiO2)A) þ (�3.43323 � ln
(Fe2O3/SiO2)A) þ (4.807165 � ln (FeO/SiO2)A) þ
(�3.499257 � ln (MnO/SiO2)A) þ (0.373928 � ln
(MgO/SiO2)A) þ (�2.147775 � ln (CaO/SiO2)A)
þ (3.00229 � ln (Na2O/SiO2)A) þ (�0.773719 �
ln (K2O/SiO2)A) þ (1.061808 � ln (P2O5/SiO2)A)
� 13.4885545

(C) DF1 ¼ (�2.43565 � ln (TiO2/SiO2)A) þ (1.53913
� ln (Al2O3/SiO2)A) þ (�1.51665 � ln (Fe2O3/
SiO2)A) þ (1.45582 � ln (FeO/SiO2)A) þ
(0.4961937 � ln (MnO/SiO2)A) þ (�0.50128 �
ln (MgO/SiO2)A) þ (1.258138 � ln (CaO/SiO2)A)
þ (�0.8274299 � ln (Na2O/SiO2)A) þ
(�0.4884699 � ln (K2O/SiO2)A) þ (0.1123605 �
ln (P2O5/SiO2)A) � 7.894955173
DF2 ¼ (�0.736658 � ln (TiO2/SiO2)A) þ

(�0.0788099 � ln (Al2O3/SiO2)A) þ (0.065533 �
ln (Fe2O3/SiO2)A) þ (�1.130176 � ln (FeO/
SiO2)A) þ (�2.130889 � ln (MnO/SiO2)A) þ
(0.245709 � ln (MgO/SiO2)A) þ (0.681694 � ln
(CaO/SiO2)A) þ (�1.3284307 � ln (Na2O/
SiO2)A) þ (0.7709408 � ln (K2O/SiO2)A) þ
(0.295664 � ln (P2O5/SiO2)A) � 15.24062267

(D) DF1 ¼ (�2.32173 � ln (TiO2/SiO2)A) þ (1.97128
� ln (Al2O3/SiO2)A) þ (�0.537435 � ln (Fe2O3/
SiO2)A) þ (0.431388 � ln (FeO/SiO2)A) þ
(�1.139286 � ln (MnO/SiO2)A) þ (0.527984 �
ln (MgO/SiO2)A) þ (0.9884038 � ln (CaO/
SiO2)A) þ (�0.894467 � ln (Na2O/SiO2)A) þ
(0.16138688 � ln (K2O/SiO2)A) þ (0.0778358 �
ln (P2O5/SiO2)A) � 12.34961873
DF2 ¼ (�0.40691 � ln (TiO2/SiO2)A) þ

(2.60576 � ln (Al2O3/SiO2)A) þ (0.161669 � ln
(Fe2O3/SiO2)A) þ (1.345967 � ln (FeO/SiO2)A) þ
(0.4457959 � ln (MnO/SiO2)A) þ (�0.260127 �
ln (MgO/SiO2)A) þ (�0.464534 � ln (CaO/
SiO2)A) þ (0.9211739 � ln (Na2O/SiO2)A) þ
(�1.2769499 � ln (K2O/SiO2)A) þ (�0.142884
� ln (P2O5/SiO2)A) þ 3.501318155

Immobile trace elements

(A) DF1 ¼ (0.1672589 � ln (La/Yb)) þ (�1.2542899
� ln (Ce/Yb)) þ (1.295171 � ln (Sm/Yb)) þ
(1.3318361 � ln (Nb/Yb)) þ (0.2698636 � ln
(Th/Yb)) þ (1.9286976 � ln (Y/Yb)) þ
(0.18097357 � ln (Zr/Yb)) � 3.815745639
DF2 ¼ (�0.2426713 � ln (La/Yb)) þ

(1.7265475 � ln (Ce/Yb)) þ (0.4902224 � ln

(Sm/Yb)) þ (�1.2755648 � ln (Nb/Yb)) þ
(0.9602491 � ln (Th/Yb)) þ (0.8511852 � ln (Y/
Yb)) þ (�0.4894082 � ln (Zr/Yb)) �
3.305510646

(B) DF1 ¼ (0.0178001 � ln (La/Yb)) þ (�1.2689712
� ln (Ce/Yb)) þ (1.7407108 � ln (Sm/Yb)) þ
(1.324421438 � ln (Nb/Yb)) þ (0.0288819 � ln
(Th/Yb)) þ (1.580888497 � ln (Y/Yb)) þ
(0.17161461 � ln (Zr/Yb)) � 3.3845534709

DF2 ¼ (�2.099551 � ln (La/Yb)) þ
(�2.044178 � ln (Ce/Yb)) þ (�0.41179008 � ln
(Sm/Yb)) þ (1.022466699 � ln (Nb/Yb)) þ
(1.2444842 � ln (Th/Yb)) þ (1.87700276 � ln
(Y/Yb)) þ (1.07017399797 � ln (Zr/Yb)) �
0.2920468400

(C) DF1 ¼ (0.72085 � ln (La/Yb)) þ (�1.352147 �
ln (Ce/Yb)) þ (1.378563 � ln (Sm/Yb)) þ
(1.1641465 � ln (Nb/Yb)) þ (�0.0423769 � ln
(Th/Yb)) þ (1.5584709 � ln (Y/Yb)) þ
(�0.1644980 � ln (Zr/Yb)) � 2.9336489118
DF2 ¼ (0.2378909 � ln (La/Yb)) þ

(�2.03548886 � ln (Ce/Yb)) þ (1.378563 � ln
(Sm/Yb)) þ (1.34733326 � ln (Nb/Yb)) þ
(�0.760673982 � ln (Th/Yb)) þ (�0.786605747
� ln (Y/Yb)) þ (0.37736968328 � ln (Zr/Yb)) þ
4.15732286

(D) DF1 ¼ (�0.977026 � ln (La/Yb)) þ (�1.3886489
� ln (Ce/Yb)) þ (1.36560 � ln (Sm/Yb)) þ
(1.8999127 � ln (Nb/Yb)) þ (0.5690460 � ln
(Th/Yb)) þ (1.65772638 � ln (Y/Yb)) þ
(�0.30523813 � ln (Zr/Yb)) � 0.87680549008
DF2 ¼ (�0.086967 � ln (La/Yb)) þ

(1.1636159 � ln (Ce/Yb)) þ (0.3635930 � ln
(Sm/Yb)) þ (�0.90127239 � ln (Nb/Yb)) þ
(1.1257989 � ln (Th/Yb)) þ (1.19149068 � ln
(Y/Yb)) þ (�0.39964298 � ln (Zr/Yb)) �
3.915383182

Immobile major þ trace elements

(A) DF1 ¼ (1.02293 � ln (MgO/TiO2)A) þ (0.63053
� ln (P2O5/TiO2)A) þ (�0.93889 � ln (Nb/
TiO2)A) þ (�0.41538 � ln (Ni/TiO2)A) þ
(1.676898 � ln (V/TiO2)A) þ (0.453813 � ln (Y/
TiO2)A) þ (0.5831823 � ln (Zr/TiO2)A) þ
1.900726416
DF2 ¼ (0.248529 � ln (MgO/TiO2)A) þ

(�0.477177 � ln (P2O5/TiO2)A) þ (�0.336281
� ln (Nb/TiO2)A) þ (�0.131072 � ln (Ni/
TiO2)A) þ (�1.712035 � ln (V/TiO2)A) þ
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(0.213840 � ln (Y/TiO2)A) þ (�2.008435 � ln
(Zr/TiO2)A) � 18.63750138

(B) DF1 ¼ (�0.85601 � ln (MgO/TiO2)A) þ
(�0.300589 � ln (P2O5/TiO2)A) þ (0.861909 �
ln (Nb/TiO2)A) þ (0.384727 � ln (Ni/TiO2)A) þ
(�1.5827037 � ln (V/TiO2)A) þ (�0.757282 � ln
(Y/TiO2)A) þ (�0.682422 � ln (Zr/TiO2)A) �
4.468550646
DF2 ¼ (0.21504 � ln (MgO/TiO2)A) þ

(�0.503675 � ln (P2O5/TiO2)A) þ (�0.32252 �
ln (Nb/TiO2)A) þ (�0.122383 � ln (Ni/TiO2)A) þ
(�1.7097486 � ln (V/TiO2)A) þ (0.426039 � ln
(Y/TiO2)A) þ (�1.980676 � ln (Zr/TiO2)A) �
17.04082095

(C) DF1 ¼ (�1.25554 � ln (MgO/TiO2)A) þ
(�1.082014 � ln (P2O5/TiO2)A) þ (1.437934 �
ln (Nb/TiO2)A) þ (0.5454469 � ln (Ni/TiO2)A) þ
(�1.6196297 � ln (V/TiO2)A) þ (0.3368725 � ln
(Y/TiO2)A) þ (�0.71359906 � ln (Zr/TiO2)A) þ
5.752160917
DF2 ¼ (�0.02400 � ln (MgO/TiO2)A) þ

(�0.054413 � ln (P2O5/TiO2)A) þ (�0.8608025
� ln (Nb/TiO2)A) þ (�0.174160 � ln (Ni/TiO2)A)
þ (�1.6407186 � ln (V/TiO2)A) þ (0.068523 � ln
(Y/TiO2)A) þ (�1.772088 � ln (Zr/TiO2)A) �
21.02758313

Axes for Figure 5.9, Acid Rocks
(Verma et al., 2012)

Subscript A ¼ adjusted.

(A) DF1 ¼ (0.36077� ln (TiO2/SiO2)A)þ (0.95693�
ln (Al2O3/SiO2)A)+ (�2.09239 � ln (Fe2O3/
SiO2)A) þ (0.93391 � ln (FeO/SiO2)A) þ
(0.42703 � ln (MnO/SiO2)A) þ (0.18732 � ln
(MgO/SiO2)A) þ (0.45615 � ln (CaO/SiO2)A) þ
(0.56098 � ln (Na2O/SiO2)A) þ (�1.65167 � ln
(K2O/SiO2)A) þ (�0.15580 � ln (P2O5/SiO2)A) �
1.58259

DF2 ¼ (0.472353 � ln (TiO2/SiO2)A) þ
(�0.954629 � ln (Al2O3/SiO2)A) þ (0.109516 �
ln (Fe2O3/SiO2)A) þ (0.699238 � ln (FeO/SiO2)A)
þ (0.739533 � ln (MnO/SiO2)A) þ (�0.027717 �
ln (MgO/SiO2)A) þ (�0.244687 � ln (CaO/
SiO2)A) þ (0.231677 � ln (Na2O/SiO2)A) þ
(0.173552 � ln (K2O/SiO2)A) þ (�0.353797 � ln
(P2O5/SiO2)A) þ 6.691035

(B) DF1 ¼ (�0.4786 � ln (TiO2/SiO2)A) þ (�0.0871
� ln (Al2O3/SiO2)A) þ (2.7433 � ln (Fe2O3/

SiO2)A) þ (�1.0663 � ln (FeO/SiO2)A) þ
(�0.1389 � ln (MnO/SiO2)A) þ (�0.1907 � ln
(MgO/SiO2)A) þ (�0.8516 � ln (CaO/SiO2)A) þ
(�0.7139 � ln (Na2O/SiO2)A) þ (1.7166 � ln
(K2O/SiO2)A) þ (0.3386 � ln (P2O5/SiO2)A) þ
6.2573
DF2 ¼ (�0.3204 � ln (TiO2/SiO2)A) þ

(�1.7585 � ln (Al2O3/SiO)A) þ (�3.2046 � ln
(Fe2O3/SiO2)A) þ (1.1210 � ln (FeO/SiO2)A)+
(0.2170 � ln (MnO/SiO2)A) þ (�0.0745 � ln
(MgO/SiO2)A) þ (1.2505 � ln (CaO/SiO2)A) þ
(1.3142 � ln (Na2O/SiO2)A)+ (1.6616 � ln
(K2O/SiO2)A) þ (0.0186 � ln (P2O5/SiO2)A) þ
0.9984

(C) DF1 ¼ (0.0226� ln (TiO2/SiO2)A)þ (1.2877 � ln
(Al2O3/SiO2)A) þ (�2.6406 � ln (Fe2O3/SiO2)A)
þ (2.9494 � ln (FeO/SiO2)A) þ (0.1970 � ln
(MnO/SiO2)A) þ (0.0673 � ln (MgO/SiO2)A) þ
(0.0620 � ln (CaO/SiO2)A) þ (0.6219 � ln (Na2O/
SiO2)A) þ (�2.0579 � ln (K2O/SiO2)A) þ
(�0.0751 � ln (P2O5/SiO2)A) � 2.1790
DF2 ¼ (0.2786 � ln (TiO2/SiO2)A) þ (�1.0544

� ln (Al2O3/SiO2)A) þ (0.8267 � ln (Fe2O3/
SiO2)A) þ (0.3032 � ln (FeO/SiO2)A) þ (0.4084
� ln (MnO/SiO2)A) þ (�0.0905 � ln (MgO/
SiO2)A) þ (�0.3260 � ln (CaO/SiO2)A) þ
(0.1518 � ln (Na2O/SiO2)A) þ (0.6698 � ln
(K2O/SiO2)A) þ (�0.2261 � ln (P2O5/SiO2)A) þ
6.5170

Axes for Figure 5.10, Sedimentary Rocks
(Verma and Armstrong-Altrin, 2013)

Subscript A ¼ adjusted to 100% and for Fe oxidation
state.

(A) DF1 ¼ (�0.26269 � ln (TiO2/SiO2)A) þ (0.60369
� ln (Al2O3/SiO2)A) þ (�0.72489 � ln (Fe2O3/
SiO2)A) þ (0.66042 � ln (MnO/SiO2)A) þ
(2.19128 � ln (MgO/SiO2)A) þ (0.14421 � ln
(CaO/SiO2)A) þ (�1.30432 � ln (Na2O/SiO2)A)
þ (0.05449 � ln (K2O/SiO2)A) þ (�0.33002 � ln
(P2O5/SiO2)A) þ 1.58815
DF2 ¼ (�1.19586 � ln (TiO2/SiO2)A)+

(1.06399 � ln (Al2O3/SiO2)A) þ (0.30341 � ln
(Fe2O3/SiO2)A) þ (0.43567 � ln (MnO/SiO2)A)
þ (0.83805 � ln (MgO/SiO2)A) þ (�0.40665 �
ln (CaO/SiO2)A) þ (1.02140 � ln (Na2O/SiO2)A)
þ (�1.70582 � ln (K2O/SiO2)A) þ (�0.12643 �
ln (P2O5/SiO2)A) � 1.06801
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(B) DF1 ¼ (0.60809 � ln (TiO2/SiO2)A) þ (�1.85447
� ln (Al2O3/SiO2)A) þ (0.29904 � ln (Fe2O3/
SiO2)A) þ (�0.54964 � ln (MnO/SiO2)A) þ
(0.12026 � ln (MgO/SiO2)A) þ (0.19377 � ln
(CaO/SiO2)A) þ (�1.51036 � ln (Na2O/SiO2)A)
þ (1.94074 � ln (K2O/SiO2)A) þ (0.00343 � ln
(P2O5/SiO2)A) � 0.29378

DF2 ¼ (�0.55404 � ln (TiO2/SiO2)A)+
(�0.99528 � ln (Al2O3/SiO2)A) þ (1.76467 � ln
(Fe2O3/SiO2)A) þ (�1.39149 � ln (MnO/SiO2)A)
þ (�1.03363 � ln (MgO/SiO2)A) þ (0.22482 � ln
(CaO/SiO2)A) þ (0.71313 � ln (Na2O/SiO2)A) þ
(0.33022 � ln (K2O/SiO2)A) þ (0.63684 � ln
(P2O5/SiO2)A) � 3.63056
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trivariate diagram. See ternary diagram
Troodos ophiolite, 44
TTG. See tonalite-trondhjemite-granodiorite

U/Th, 99
U–Th–Pb isotopic system, 190, 196
ultramafic rocks, 39, 86, 88, 192, 225, 235, 256, 276,

278, 282
univariate statistics, 20
upper continental crust

composition, 174, 269
isotopic composition, 201

variance, 23, 25, 32, 36–37, 40, 43–44, 47
variation diagrams, 43, 49–50, 67, 69–72, 76–79, 116,

141–42, 157
inflection, 77
scattered trends, 50, 78
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variation matrix, 40, 42–43
vector diagram, 148
Vienna Peedee belemnite, 242
Vienna Standard Mean Ocean Water, 224, 232
volatile elements, 49, 137
volatiles, 1–2, 49, 57, 91, 99, 129
volcanic arc granitoids, 171
volcanic arc teconic setting, 157, 163
volcanic hosted massive sulphide deposits, 257

water–rock interaction, 236, 239, 247
in granitoids, 239
in hydrothermal ore deposits, 241
in metamorphic rocks, 240
and ocean floor basalts, 240

water–rock ratio, 236, 238–40, 248
weathering, 7–8, 17–18, 63–64, 70, 98, 126, 133, 135, 139,

147, 159, 174, 176, 235, 241, 245, 248, 250–51, 267,
269–70, 276, 278

chemical, 6–7, 63, 70, 270–71
continental, 203, 274

hydrothermal, 271
oxidative, 281

weighted least squares regression, 36, 179
within-plate environments, 157
within-plate granitoids, 171

X-ray fluorescence, 11–12, 15, 159
XRF. See X-ray fluorescence

Yoder and Tilley diagram, 81–83, 88

zircon
detrital, 113, 191, 226
Lu/Hf ratio, 185
mineral growth zone, 191
oxygen isotopes, 225
partition coefficients, 113
solubility, 113

zone refining, 120

ε-notation. See epsilon notation
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